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Abstract
Exploring the value of multi-source information fusion to predict small and medium-sized
enterprises’ (SMEs) credit risk in supply chain finance (SCF) is a popular yet challenging
task, as two issues of key variable selection and imbalanced class must be addressed simul-
taneously. To this end, we develop new forecast models adopting an imbalance sampling
strategy based on machine learning techniques and apply these new models to predict credit
risk of SMEs in China, using financial information, operation information, innovation infor-
mation, and negative events as predictors. The empirical results show that the financial-based
information, such as TOC, NIR, is most useful in predicting SMEs’ credit risk in SCF, and
multi-source information fusion is meaningful in better predicting the credit risk. In addition,
based on the preferred CSL-RF model, which extends cost-sensitive learning to a random
forest, we also present the varying mechanisms of key predictors for SMEs’ credit risk by
using partial dependency analysis. The strategic insights obtained may be helpful for market
participants, such as SMEs’ managers, investors, and market regulators.
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1 Introduction

The development of small and medium-sized enterprises (SMEs) has attracted attention
from scholars and practitioners over the globe. However, because of the tightening of credit
criteria for corporate loans, SMEs are facing significant challenges, mainly including capital
constraints, high operational costs, and ambiguous information (Yan & He, 2020). As a
major component of the economy in China, SMEs contribute almost 90% of the number
of enterprises, 80% of urban employment, 70% of GDP, 60% of technological innovation,
and 50% of tax revenue (see https://www.ndrc.gov.cn/ for more detail). SMEs in China also
face problems mainly including high financial distress, high financing costs, high operational
risks, tightening financing channels, high fraud risks, and asymmetric financing information
(Weng et al., 2016; Zhu et al., 2019).

As a popular financing channel, supply chain finance (SCF) defined by Hofmann (2005)
as the inter-firms optimization of financing and the integration of financing processes with
customers, suppliers, and service providers to increase the value of all participating firms,
has attracted attention from both practitioners and scholars alike. The Chinese government
has developed some new financial policies to ease the financing pressure on SMEs, e.g.,
Promoting SME Development Plan (2016–2020), which seek to “promotemore supply chains
to join the financing service platform of SMEs”. Similar initiatives are underway in other
countries and regions, such as the United States, United Kingdom, Japan, Canada, South
Korea, Europe, and Mexico. SCF is also being used to promote the development of SMEs.
For example, the Office of the United States Trade Representative (USTR) is implementing
a series of initiatives to address the financing problems of SMEs, including SCF.

In practice, credit risk is the main challenge for SMEs in SCF, with a large number of
fraud event occurring; for example, theNoahWealth fraud event and the ‘black hole’ Huainan
Mining Logistics Corporation fraud event (see Zhu et al., 2019). Strengthening financial risk
management is conducive to promoting the stable development of SMEs, thereby forecasting
SMEs’ credit risk has become an increasingly popular topic in SCF (Jia et al., 2020; Lam
& Zhan, 2021b; Mai et al., 2019). Developing credit risk prediction methods for SMEs in
SCF not only help investors to draft different financial products for SMEs, but also help man-
agers to master the developing trends in SME financing. Generally, in the process of digital
transformation, three questions of SCF are considered crucial to address: (1) which variables
should be considered predictors of credit default? (2) which model most accurately forecasts
credit default? and (3) how does the probability of credit default vary with predictors?

Previous studies have shown that information asymmetry is the biggest barrier to decision-
making on SMEs’ credit in SCF (Angilella &Mazzù, 2015; Jia et al., 2020; Saito & Tsuruta,
2018; Xu et al., 2020). In response to this, researchers have added a series of variables from
different perspectives, mainly contains financial information (e.g. Zhu et al., 2019), market
information (e.g. Zhu et al., 2017), operation information (e.g. Wetzel & Hofmann, 2019),
innovation information (e.g. Pederzoli et al., 2013), new technology adoption (e.g. Chen
et al., 2021), industry structure (e.g. Wang, Yan, et al., 2021), and network characteristics
(e.g. Song, 2019;Wu&Liao, 2020), to increase the forecasting accuracy of SMEs’ credit risk.
However, given thiswide variety of potential influencing variables fromdifferent perspectives
in SCF, the question of which variables should be considered to forecast SMEs’ credit risk is
still not answered. Some redundant variables have little marginal effect to increase the credit
value of the SMEs, but impose a significant cost in terms of the practical work.

Therefore, it is necessary to select key predictors from the available options. Surprisingly,
little research discusses this issue for SMEs’ credit risk with a few exceptions. Sariannidis
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et al. (2020) select key variables from 23 variables for credit card default, by comparing
six machine learning techniques, the K-nearest neighbor, a logistic regression, linear sup-
port vector clustering, support vector clustering, decision trees, random forests, and a naive
Bayes approach. Zhu et al. (2017) compare the performance of individual machine learn-
ing technique and ensemble machine learning technique to predict SMEs’ credit risk in SCF,
respectively. Zhu et al. (2019) construct a new hybrid ensemble approach, RS-multi boosting,
to forecast SMEs’ credit risk in SCF.

Although a few studies (e.g. Sariannidis et al., 2020) have explored the issue of key variable
selection, another important issue in SMEs’ credit risk forecasting, namely, imbalanced class
has been largely ignored. Specifically, the default enterprises (negative sample) comprise the
minority,while the trustworthy enterprises (positive sample) account for themajority, thus, the
sample proportion of positive and negative SMEs are extremely imbalanced. In an extremely
imbalanced sample, since the classifier is trained for each dataset, the amount of information
carried by most samples (trustworthy enterprises) is larger than that of the minority (default
enterprises), which could cause misleading results in the learning process of the classifier.
Four methods for imbalanced sample modelling: undersampling (US), oversampling (OS),
synthetic minority oversampling technique (SMOTE), and cost sensitive learning (CSL),
have been extensively studied and widely applied in many fields, such as biostatistics, social
sciences, macroeconomics, fault events, and P2P lending (He & Garcia, 2009; Thai-Nghe
et al., 2010).

Considering the key variable selection and the sampling strategies for imbalanced class
within the SCF of SMEs’ credit risk, we develop the new forecast models via an imbalance
sampling strategy based on machine learning techniques. We then apply these to predict
SMEs’ credit risk in SCF, to select the key predictors and the optimal model. By using partial
dependency analysis for the selected key predictors, we present strategic insights for SMEs’
managers, investors, and market regulators. Generally, our study contributes to the literature
on SMEs’ credit risk in SCF in several five important ways: First, in contrast to previous
work using only one type of predictor, we develop a more comprehensive information set for
forecasting SMEs’ credit risk in SCF, which includes financial information, operation infor-
mation, innovation information, and negative events. Second, by using six classic machine
learning techniques, we select key predictors from 40 potential predictors for SEMs’ credit
risk in SCF. Third, considering the extremely imbalance class, the new forecast models are
developed via an imbalance sampling strategy based on machine learning techniques, which
is helpful to improve the forecasting accuracy of SMEs’ credit risk. Fourth, we capture the
varying mechanisms of key variables for SMEs’ credit risk, by using partial dependency
analysis on the preferred CSL-RF model, which presents a specific perspective on SMEs’
credit risk in SCF. Last but not least, we provide some strategic insights that may be helpful
for market participants.

The paper is organized as follows: Sect. 2 reviews related works on potential predictors
and forecasting methods. Section 3 present the six classic models to select key variables and
four sampling strategies for the predictors, and develops the new forecasting models via an
imbalance sampling strategy on machine learning techniques. Section 4 describes the dataset
information and the descriptive statistics. Section 5 presents the empirical results from key
predictors selected, prediction performances and the partial dependency analysis. Section 6
presents strategic insights for SME managers, investors and market regulators. Section 7
offers the conclusions of this research.
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2 Related works

The credit risk of SMEs in SCF, both predictors and prediction models, has been extensively
studied. For predictors, the literature has demonstrated the relevance of financial, operation,
innovation and negative events information; in terms of methodologies, the literature has
mainly explored statistical methods and machine learning approaches.

2.1 The relation between credit forecast and SCF decisions

Bals (2019) proposes six dimensions for an SCF ecosystem: (1) supply chain collaboration
dimension to underline the importance of intra- and inter-firm collaboration for an effective
SCF implementation. Some key topics of trust and power among different stakeholders
play an important role in the previous SCF researches (e.g. Wang, Yan, et al., 2021); (2)
organization dimension emphasizing the influence of organizational setup and organizational
structure onSCFprograms, e.g., seniormanagement teamcomposition of SCF (e.g.Wandfluh
et al., 2016); (3) financial dimension, emphasizing the importance of financing schemes,
e.g., cost optimization, working capital, and credit risk in the SC decision (e.g. Zhu et al.,
2019); (4) technological dimension focusing on the role of information technology in the
SCF programs, e.g., digital technology, platform and ERP system (e.g. Jia et al., 2020)
(5) market and regulation dimension focusing on the topics of tax, regulation, potential
market and market competition in the SCF programs (e.g. Martin & Hofmann, 2017); and
(6) product dimension underlining the topics of inventory finance, (reverse) factoring, pre-
shipment financing, dynamic discounting, post-shipment financing and invoice auction (e.g.
Caniato et al., 2016). In essence, as SCF programs are centred on information and financial
flowsmanagement betweenmultiple stakeholders in supply chains, each stakeholder of a SCF
programs makes decisions that have ramifications throughout the entire ecosystem, thereby
the risk evaluation and/or prediction taking a SCF ecosystem perspective is important.

Considering that the information asymmetry is the biggest barrier to decision-making on
SMEs’ credit in SCF, the accurate information is critical for the SCF decision to operate
effectively. In fact, credibility is the key topic in the SCF ecosystem, and the corresponding
credit risks have aroused widespread concern in supply chain management (e.g. Zhu et al.,
2019). However, credibility is hardly established in some SCF ecosystem, it is more elusive.
Therefore, it is especially important to accurately forecast the credit risk of partners, because
the high credit risks aroused by information asymmetry usually causes huge losses for SCF
stakeholders.

This study thus develops new models to accurately predict the credit risk of SMEs in
the SCF ecosystem presenting the various solutions by considering the varying risk attitude
of SCF stakeholder, to decrease the financial losses and/or improve financial performance.
Moreover, we also notice that the risk preference of SCF investors is diversified. Usually,
one class tends to make investment decisions to minimize potential risk, and constructs the
SCF scheme according to the Type II error (lower risk preference); the other is willing to
choose investment to maximize potential return, thereby designs the SCF scheme based on
the Type I error (higher risk preference). The Type I error means incorrectly classifies the
positive samples into negative samples; type II error means incorrectly classifies the negative
samples into positive samples; type II error thus exposes the SCF investors with higher risks
and losses.We finally select the optimal predict model based on the Type II error in this paper
(Zhu et al., 2019).
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2.2 SMEs’ credit risk in SCF

Considering the value of multi-source information fusion, an information set composed
of a variety of basic attributes and their attribute values, and the big data era, this paper
analyzes the potential predictors of SMEs credit risk in SCF from four aspects: financial-
based information, operation-based information, innovation-based information, and negative
events.

2.2.1 Financial-based information

Financial-based information is typically accrued as a set of accounting variables and financial
variables for forecasting SMEs’ credit risk in SCF (for a summary of the research, see Bals
(2019). Zhu et al. (2017) predict SMEs’ credit risk in SCF using a set of financial variables,
mainly including current ratio, turnover, rate of return on total assets, total assets growth
rate, and profit margin on sales. Song and Zhang (2018) explore the credit risk of SMEs,
using profitability, liquidity, and leverage, respectively. Gupta and Gregoriou (2018) assess
SMEs’ financing failures in terms of liquidity, solvency, activity, profitability and interest
coverage. Fantazzini and Figini (2009) compute 16 financial ratios, including liquidity ratio,
debt ratio, equity ratio, and capital tied up, to measure SMEs’ credit risk. Andrikopoulos and
Khorasgani (2018) predict unlisted SMEs’ default using market-based and accounting-based
factors. Lam and Zhan (2021a) explore the firm’s operating risk using the SCF initiatives
provided by service providers listed in the US. In light of the above, this paper incorporates
financial-based variables to forecast the credit risk of SMEs in SCF, in particular, capital
capabilities, management capabilities, profit capabilities, growth capabilities, and solvency
capabilities.

2.2.2 Operation-based information

Operation-based information, consisting of operating characteristics and industrial structure
variables, is also typically used for forecasting SMEs’ credit risk in SCF. Research has shown
that operation-based information is the main factors for SMEs’ credit risk in SCF. Zhang
et al. (2015) establish an index system for credit risk assessment in SCF, and operation-based
variables such as cooperative relationships in the supply chain, the stability of the supply
chain, the level of the supply chain development, are assessed for SMEs’ credit to repay on
time.Zhu et al. (2017) predict SMEs’ credit risk by using industry trends, transaction time, and
transaction frequency. Hirsch et al. (2018) explore the credit value between banks and SMEs
by considering agency costs. In this paper, we incorporate the information value of operation-
based variables for SMEs’ credit risk in SCF by including, among others, related transactions,
the performance of the top five suppliers, the performance of the top five customers.

2.2.3 Innovation-based information

Many scholars believe that innovation-based information, such as R&D investment and
patents, are potential influencing factors for SMEs’ credit risk in SCF. Pederzoli et al. (2013)
explore the value of innovative assets, such as patents, for SEMs’ credit risk mitigation in
SCF. Specifically, the authors use indicators to measure innovation, such as patent in the
related industries of software and other information technologies, to add the signaling value
of innovative assets, and explore those value for SMEs’ credit risk. Based on the dataset of
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innovative performance, this research indicates that an enterprise’s credit risk can be reduced
only by patent value coupled with an appropriate equity level. Inspired by Pederzoli et al.
(2013), this paper also considers the information value of innovative assets for SMEs’ credit
risk in SCF by using, among others, patent and R&D investment.

2.2.4 Negative events

Some scholars believe that negative events are potential factors affecting the performance
of SMEs, and thereby, their credit risk in SCF. Wu et al. (2016) investigate the relationship
between earnings performance and media reports, and evaluate the role of the media in
determining reputation. Szutowski (2018) confirms the role of innovation announcements
on the credit performance of SMEs. In this paper, we also consider the signaling value of
negative events for SMEs credit risk in SCF, by using litigation disputes, penalty information,
executives’ behavior, media coverage, and so on. The authors finally present the different
types of indicators in Table 1.

2.3 Predictive models for SMEs’ credit risk in SCF

In addition to considering the potential influencing variables, another major challenge is
to choose the appropriate model to accurately predict the credit risk of SEMs in SCF. To

Table 1 Types of different indicators

Types Main indicators References

Financial-based
information

Liquidity; leverage, profitability, activity,
current ratio, quick ratio, cash ratio,
capital turnover, rate of return on total
assets, total assets growth rate, profit
margin on sales, solvency, interest
coverage, capital capabilities,
management capabilities, growth
capabilities, etc

Zhu et al. (), Song and Zhang
(2018), Gupta and Gregoriou
(2018), Fantazzini and Figini
(2009) and Andrikopoulos and
Khorasgani (2018)

Operation-based
information

Transaction time, transaction frequency,
industry trends, related transaction, the
cooperative relationships in the supply
chain, the stability of the supply chain,
the development level of the supply
chain, relation indicator; relation time;
default times, the information sharing in
supply chain, the level of
inter-organizational trust, etc

Zhang et al. (2015), Zhu et al.
(2017), Song and Zhang
(2018) and Hirsch et al. (2018)

Innovation-based
information

Innovative assets, patents, industry
category, the related industries of
software, the related industries of
information technologies, R&D
investment, innovation announcements,
etc

Pederzoli et al. (2013)

Negative events Media coverage, negative sentiment,
internal control, litigation disputes,
penalty event, executives’ behavior, etc

Wu et al. (2016), Szutowski
(2018) and Chen et al. (2017)
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this end, two kinds of prediction models have been widely studied. The first type comprises
the conventional statistical methods and assessment approaches, e.g., principal component
regression, logistic regression, survival analysis, data envelopment analysis, partial least
squares regression, and Granger causality. Ju and Young (2015) employ survival analysis
and stress test to analyze technology used for credit guarantee funds for SMEs. Zhang et al.
(2015) develop a credit risk assessment model for SMEs in SCF. Schwab et al. (2019) explore
financial sustainability of SMEs by using a simulationmethod.Wu and Liao (2020) develop a
utility-based hybrid fuzzy axiomatic design and its application in SCF decision-making with
credit risk assessments. Yu et al. (2020) develop a novel SCF strategy with self-guarantee for
a multi-sided platform with blockchain technology. Reza-Gharehbagh et al. (2020) develop a
three-level Stackelberg game model to jointly evaluate four different SCF scenarios through
the lens of local SC, P2P financing platforms, and government indicating that the government
and the P2P financing platforms can examine the alternative SCF schemes to achieve a
mutually agreeable agreement. Reza-Gharehbagh et al. (2021) investigate the moderating
role of a host government that promotes a multi-sided platform (MSP) as an alternative
SCF solution; policy makers are urged to reframe existing SCF schemes by leveraging their
moderating influence and prioritizing social welfare over their short-term economic goals.

As an alternative, machine learning techniques, including the neural networks, K-nearest
neighbor, support vector regression, naive Bayes classifiers, decision trees, support vector
clustering, linear support vector clustering, bagging, boosting, random forests, random sur-
vival forests, and ensemble learning techniques, play an important role in SMEs’ credit risk
forecasting (Fantazzini & Figini, 2009; Jiang et al., 2019; Sariannidis et al., 2020). Compared
with conventional statistical methods and assessment approaches, the machine learning tech-
niques are usually more suitable for exploring complex relationship in the large-scale data;
thus, we select a benchmark model from machine learning techniques. Considering that the
selection of key predictors from a series of potential predictors is another purpose of this
paper, we focus on the following six models to forecast SMEs credit risk in SCF: support
vector machines (SVM), neural networks (NN), decision trees (DT), random forests (RF),
bagging and gradient boosting (GB) (Sariannidis et al., 2020; Zhu et al., 2019).

3 Methodology

This section presents the six classic machine learning techniques and four sampling strategies
for imbalanced classes, develops the new forecasting models via an imbalanced sampling
strategy on machine learning techniques, and presents the varying mechanism for credit risk
mitigation by using partial dependency analysis.

3.1 Baselines: six machine learning techniques for selecting variables

Many machine learning techniques can be used to simultaneously classy SME default and
select key predictors. These advanced methods emphasize predicting the debt-paying ability
of enterprises with high accuracy and at low cost. On the other side, inspired by Sariannidis
et al. (2020),which suggest thatmachine learning techniques, such as SVM-based,NN-based,
DT-based, and RF-based, are helpful for predicting default in the credit card market; and
inspired by Zhu et al., (2019), which indicated that ensemble machine learning techniques,
such as Bagging, and GB, are helpful for predicting credit risk in SCF market, we thus
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compare six machine learning techniques –SVM, NN, DT, RF, bagging, and GB—to achieve
the most cost-effective forecasting for SMEs’ credit risk in SCF.

3.1.1 Support vector machines (SVM)

SVM, a classic method to perform both variable selection and regularization, originated
as an implementation of Cortes and Vapnik (1995) to develop binary classifications. The
main idea of SVM is to construct a hyperplane as the decision surface, such that the margin
of separation between positive and negative examples is maximized (Xu et al., 2020). The
pseudocode of SVM for the decision function is shown in Appendix A, Nin represent the
number of input vectors, Nsv represent the number of support vectors, and N f t represent
the number of features in input and support vectors. SV [·] is an array of a structure, each
of which includes an array called f eature for a support vector and a scalar variable called
alpha for the multiplication of the corresponding Lagrange multiplier and class label.

3.1.2 Neural networks (NN)

Inspired by biological networks (Tkáč & Verner, 2016), NN consists of hidden neurons fol-
lowing a sigmoidal function and output neurons. Artificial neural networks (ANN), a typical
classification model in NN, consists of an input layer, an output layer, and n - hidden layers.
For the given network, the input layer contains I units corresponding to the input training
vector x � (x1, x2, · · · , xI ), I inputs may be the N spatial coordinates or a normalized vector
of dimension I � N+1 computed from the N spatial coordinates, a number of normalization
procedures exist. The input to the ANN is a vector, x, of real-valued numbers representing
the coordinates of any point of interest. This information is transformed by the “hidden”
Kohonen layer and the output Grossberg layer, more detail can see (Rizzo & Dougherty,
1994). The pseudocode of the ANN is described in Appendix B.

3.1.3 Decision trees (DT)

DT, a popular classifier, are composed of inverted trees including root nodes, internal nodes,
and leaf nodes (Sariannidis et al., 2020). Nodes and branches are the key components of
the decision trees; the splitting, stopping, and pruning the trees, are three important steps in
decision tree modeling. The C4.5 DT, one of the most widely used and practical methods,
is a classifier for approximating discrete-value functions (Sariannidis et al., 2020) via the
following pseudocode in Appendix C.

3.1.4 Random forest (RF)

RF, which consist of independent classification trees, can be used to rank the importance
of variables in the binary classification problem. In contrast to ensemble methods such as
bagging and boosting, which can generally work with any type of base learner, RF work
with a particular type of learner: the classification and regression tree (Breiman, 2001). The
pseudocode of RF is presented in Appendix D.
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3.1.5 Bagging

Bagging is a way to generate versions of predictors and use these versions to obtain aggregate
predictors,which canbeusedwith anybasic classification technique, usually the decision tree,
and learned iteratively by selectively re-sampling from the training data (Bauer & Kohavi,
1999). Bauer and Kohavi, (1996) argue that bagging has remarkable consistency in reducing
errors and greatly improving accuracy. The pseudocode of Bagging in shown Appendix E.

3.1.6 Gradient boosting (GB)

Based on the weak learning, GB produces a new ensemble learning, which build the model
in a stage-wise fashion and generalizes them by allowing any loss function to be optimized.
Based on classifiers that have been previously built, GB constantly changes the weights of
the training instances, as in the Appendix F.

3.2 Newmodels from the sampling strategy for machine learning techniques

In binary classification prediction, class imbalance usually means that the majority class is
more than the minority class. This phenomenon also appears in the credit risk of SMEs,
but has been ignored. In this paper, we extend the imbalance sampling strategy to baseline
models, and develop new models for forecasting SMEs’ credit risk in SCF.

3.2.1 Imbalance sampling strategy for baseline models

Considering the extremely imbalanced classes of SMEs’ credit risk in SCF, in which default
SMEs from the minority class and trustworthy SMEs the majority, we introduce a sampling
strategy for such imbalanced classes and develop newmodels for the baselines. Four sampling
methods are generally applied for imbalance classes: (1) US, which usually uses a subset
from the majority class to generate balanced data in the training set for a classifier; (2) OS,
which increases the size of the minority class to generate balanced data in the training set
for a classifier; (3) SMOTE, which generates balanced data according to the feature space
similarities of existing minority; and (4) CSL, which use different cost matrices to describe
the costs for misclassifying any particular data example (He & Garcia, 2009).

In this study, we introduce these four re-sampling methods—US, OS, SMOTE, and
CSL—to deal with imbalanced classes, and develop a series of new models based on the
baseline models, developing SVM to US-SVM, OS-SVM, SMOTE-SVM, and CSL-SVM;
NN to US-NN, OS-NN, SMOTE-NN, and CSL-NN; DT to US-DT, OS-DT, SMOTE-DT,
and CSL-DT; RF to US-RF, OS-RF, SMOTE-RF, and CSL-RF; bagging to US-Bagging, OS-
Bagging, SMOTE-Bagging, and CSL-Bagging; and GB to US-GB, OS-GB, SMOTE-GB,
and CSL-GB.

3.2.2 Performance measures

For a two-class problem, most of performance evaluation criteria can be easily derived from
confusion matrix as that given in Table 2.

where TP is true positive: the class of positive applicant, correctly predicted as positive;
TN is true negative: the class of negative applicant, correctly predicted as negative; FP
is false positive: the class of negative applicant, wrongly predicted as positive; and FN is
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Table 2 Confusion matrix
Test output Real class

Positive signal Negative signal

Positive signal TP FP

Negative signal FN TN

false negative: the class of positive applicant, wrongly predicted as negative. To evaluate
the forecasting performances of the different models, six evaluation criteria based on Table
2—average accuracy, precision rate, recall rate, Type I error rate, Type II error rate, and area
under curve (AUC)—are adopted, as follows:

Average accuracy � (T P + T N )/(T P + F P + F N + T N ) (1)

Precision rate � T P/(T P + F P) (2)

Recall rate � T P/(T P + F N ) (3)

Type I error � F N/(T P + F N ) (4)

Type II error � F P/(T N + F P) (5)

Specially, average accuracy is given in Eq. (1), refers to the ratio of all the correctly predicted
samples (both good and bad cases) to the whole sample, i.e. the ratio of True Positive and
True Negative (which are correctly predicted) on specific datasets. Precision rate means to
the ratio of ‘true positive’ to the number of ‘predicted positive’, given in Eq. (2); Recall
rate refers to the proportion of ‘false positive’ to real positive cases, given in Eq. (3); AUC
means area under the ROC curve, such that an excellent model has AUC close to the 1 (Zhu
et al., 2019). Moreover, we also adopt Type I error given in Eq. (4), the rate of positive
applicants being incorrectly predicted as negative; Type II error given in Eq. (5), the rate of
negative applicants being incorrectly classified as positive. In evaluation criteria of credit risk
prediction, the Type I error results in financial institutions losing potential customers, while
the Type II results in financial institutions facing risks, thereby the misclassification cost of
Type II error causes the financial institution with high risks and losses, the Type II error is
more important than Type I error, we thus should pay more attention to the Type II error in
the SCF practices (Zhu et al., 2019a).

3.2.3 Partial dependency analysis for key predictors

To capture the varying mechanisms between the predicted variable and the selected key
predictors, we draw the partial dependency analysis, as developed in Arevalillo (2019). We
adopt the most common approach, changing one factor at a time, to assess the effect this
produces on credit risk. The procedure is as follows: first, we choose a key predictor, with
the preferred model chosen based on the results of Sect. 4.2; second, sequential values of
the selected key predictor are taken from its minimum to its maximum, and then fed into the
preferred model to predict SMEs’ credit risk; third, we restore the predictor to its real value,
and repeat for each of the other key predictors in the same way.

123



Annals of Operations Research

3.3 The whole experimental step

Based on the above analysis, the forecast process of SMEs’ credit risk in SCF using all
potential 40 predictors can be divided into four steps, as shown in Fig. 1:

Step 1: building a knowledge database for forecasting SMEs’ credit risk in SCF. We col-
lect data for 40 potential predictors over four aspects: financial-based information,
operation-based information, innovation-based information, and negative events.

Step 2: selecting key predictors for SMEs’ credit risk in SCF.We feed 40 potential predictors
into six classic machine learning techniques to predict SMEs’ credit risk in SCF,
and retrieve the predicted results to identity the key predictors.

Step 3: forecasting SMEs’ credit risk by using the new models. Using the new forecast
models via an imbalance sampling strategy on machine learning techniques, we
predict the SMEs’ credit risk based on the all-potential predictors and the selected
key predictors, separately; we compare those results with the original predicted
results based on all potential predictors.

      sensitivity analysis

Step1: Establishing the database of predictors for SMEs credit risk in SCF
financial-based information

    (1) Undersampling;

    (2) Overrsampling;

    (3) Synthetic minority oversampling technique;

    (4) Cost-sensitive learning.

     (1)  Support vector machines;
     (2)  Neural networks;
     (3)  Decision tree;
     (4)  Random forest;
     (5)  Gradient boosting;  
     (6)  Bagging.

    capital capability; 
    management capability;
    profit capability;
    growth capability;
    solvency capability; etc.,

operation-based information innovation-based information negative events

  the ratio of R&D personnel; 
  the ratio of R&D investment;
  invention patent applications;
  invention patent granted; etc.,

    supply chain capability;
    top five suppliers;
    top five customers;
    the control relationship;
    related transactions; etc.,

   litigation disputes;
   company punished or not;
   executives punished or not; 
   disclosed by the media 
   with negative news or not.

Step2: Selecting key predictors for SMEs credit risk in SCF

Step3: Forecasting SMEs credit risk in SCF by using new models

Imbalance sampling strategyMachine learning classifiers

Step4: Capturing the vary mechanism of key predictors

The selected key predictors The strategic insights thus obtained may be 
helpful for market participants, i.e., managers, 
investors, and market regulators.

Support Vector Machines Neural Networks BaggingGradient BoostingDecision Tree Random Forest

The new models via imbalance sampling strategy for baselines

The preferred model 

Fig. 1 The whole experimental steps

123



Annals of Operations Research

Step 4: capturing the varyingmechanisms of the key variables. Using the partial dependency
analysis on the preferred model, we present the specific varying mechanisms for
key predictors in SMEs’ credit risk.

4 Dataset information and predictors

4.1 Data sources

To achieve our research goal, we require a comprehensive dataset for SMEs’ credit risk
in SCF. Although more and more enterprises have adopted it as an operational solution,
the private transaction data of the SMEs’ in SCF are not publicly available; thus, it is very
difficult to obtain a complete data for private firms. It is also impossible to gather adequate
data on China’s SEMs in SCF from the literature. However, there are many SMEs listed on
the Small and Medium Enterprise Board of China’s Shenzhen Stock Exchange, and many
of those have adopted a real trading pattern by using SCF. For example, Shenzhen Pluton
Supply ChainManagement, a quoted enterprise on China’s Shenzhen Stock Exchange (stock
code: 002,769), is an integrated SCM service provider specializing in supply chain design,
SCF, and other related business. Thus, we focus on Chinese quoted enterprises on the Small
and Medium Enterprise Board in searching for a proper dataset.

In this paper, inspired by Zhu et al. (2019), the sample selection criteria mainly from four
aspects. First, all quoted firms must be listed on the Small and Medium Enterprise Board
of the China’s Shenzhen Stock Exchange, which are representative of Chinese SMEs, and
is facing the same problems. Second, all quoted firms must have disclosed real transaction
relationships with the financial institution in their annual report, indicating that those must
be either financial institution’s supplier or its consumer. Third, all quoted firms must have
disclosed the transaction information of major suppliers and customers, which reflects, to
some extent, the operating information. Fourth, all quoted firms must have disclosed the
operating information for related transactions.

4.2 Variable definitions and descriptive

As mentioned in Sect. 2.1, in this paper, 40 variables are chosen as the predictors to forecast
SMEs’ credit risk in SCF, including supply chain capabilities, related transactions, capital
capabilities, profit capabilities, growth capabilities, solvency capabilities, innovation capabil-
ities, and negative events. These 40 variables serve as predictors for the six classifier models
in this paper (see Appendix G). To ensure adequate training samples, based on the above
sample selection criterion, we finally obtain 1,975 observations over January, 1, 2014–De-
cember, 31 2018. Our data were mainly collected from the CSMAR database (http://www.
gtarsc.com) and theWinddatabase (http://www.wind.com.cn/); somepredictors, such asPAS,
PRP, PTC, PSP, and MRT, were collected manually. More specially, we manually collect the
annual report for each firm in our sample, calculate the PAS according to the proportion of
the total purchase amount from the top five suppliers, and calculate the PAS based on the
proportion of the total purchase amount from the top five suppliers. For PRP and PSP, we
first obtain the corporate names of top five suppliers and top five customers from CSMAR
database, and then search their official website to confirm whether they are listed firms or
not, respectively. If they are listed firms, the corresponding index will be increased by one; if
they are not, the corresponding index will remain unchanged. We collect MRT by adding the
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total currency number of related transactions for each firm in our sample. Finally, we merge
all raw data according to the firm’s stock code.

Deleting the data points with incomplete information, we finally obtain 1185 data points
that can be used for model prediction, which is composed of 74 Special Treatment (ST) listed
enterprises and 1111 non-ST listed enterprises. ST listed SMEs are defined as companies
listed on the Small and Medium Enterprise Board that have suffer suffered operating losses
for two consecutive years and been issued a delisting warning. Usually, the ST SMEs release
a ‘negative signal’ with the extremely high credit risk, and non-ST SMEs release a ‘positive
signal’ with extremely low credit risk (Zhu et al., 2017). We then match the sample data with
a one-year lag; for example, we predict the ST risk of an enterprise in 2018 by using the
predictors in 2017. Descriptive statistics for all predictors for SMEs are presented in Table
3.

5 Results

The experimental results consist of selecting the key predictors from the 40 potential pre-
dictors based on the baseline models; comparing the prediction performances across 24 new
models based on all predictors and the selected key predictors, respectively; and capturing
the varying mechanism of the selected key predictors based on the preferred model.

5.1 Selecting key predictors based on the baselines

To make all data comparable across different models, we calculate the standardized value for
each predictor by using min–max normalization. We predict the SMEs credit risk with one
year lagged, by using SVM, NN, DT, RF, bagging, and GB, respectively. We compare the
prediction performances across six baseline models, by using the six criterions of accuracy,
precision, recall, Type I error, Type II error, and AUC, separately. Based on the selected
predictors from six baseline models, we finally identify the key predictors via ensemble
learning. The basic experimental steps are as follows:

Step 1: randomly divide the data into a training set (two-thirds of observations) and a test
set (one-third of observations), and ensure that the positive and negative samples
are also distributed according to this proportion.

Step 2: feed the baselines using the 40 potential predictors as covariates and the binary
variables (‘ST’ and ‘non-ST’) as a response in the training set, and tune the
parameter/hyper-parameter for the baselines using tenfold cross-validation. Specif-
ically, we use package best.tune in R to fit SVM, package train with method �
‘nnet’ in R to fit the neural networks, package rpart in R to fit the decision tree,
package randomForest in R to fit the random forest, package train with method �
‘treebag’ in R to fit the bagging, package train with method � ‘xgbTree’ in R to fit
the gradient boosting.

Step 3: compare the prediction performances across the baselines for all 40 potential pre-
dictors in the test set. We present the results in terms of the six criteria—accuracy,
precision, recall, Type I error, Type II error and AUC—in Table 4.

Step 4, calculate the relative importance of all 40 predictors. For each baseline models,
we use package varImp to calculate the relative importance for each predictor
(see http://topepo.github.io/caret/variable-importance.html) and present the results
in Appendix H.
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Table 4 The performance of six machine learning techniques

Models Predictors Accuracy Precision Recall Type I error Type II error AUC

SVM VA 0.8354 0.9370 0.9910 0.1162 0.8800 0.5102

VS 0.8354 0.9345 0.9939 0.1135 0.9200 0.5190

NN VA 0.8354 0.9395 0.9879 0.1189 0.8400 0.5000

VS 0.8303 0.9391 0.9878 0.1243 0.8400 0.5000

DT VA 0.8278 0.9415 0.9847 0.1297 0.8000 0.5030

VS 0.8380 0.9397 0.9879 0.1270 0.8400 0.5030

RF VA 0.8203 0.9463 0.9784 0.1432 0.7200 0.6040

VS 0.9063 0.9717 0.9581 0.0730 0.4000 0.6140

Bagging VA 0.8227 0.9518 0.9723 0.1459 0.6400 0.5090

VS 0.9189 0.9543 0.9780 0.0405 0.6000 0.5120

GB VA 0.8379 0.9422 0.9849 0.1189 0.8000 0.5390

VS 0.8202 0.9436 0.9815 0.1405 0.7600 0.5310

“VA”, “VS” represent the results based on all predictors and the selected predictors, respectively
Bold represents the best performance

Step 5 choose the key predictors (presented in Appendix I). We first select key variables
from a singlemodel based on the results of AppendixHwhose added value is greater
than the average of each predictor (40/100 � 2.5), and then select the key predictors
form all baseline models via ensemble learning (voting) (Sariannidis et al., 2020).

Step 6 present the prediction performances of the six baseline models in Table 4, according
to the selected key predictors.

Several conclusions can be drawn from the results of Appendices H and I. First, we
obtain PTC, SCR, TRC, ROA, ITD, NIR, TOC, GTR, GRA, CAS, RDR, CPR, and MRT
as the key predictors. Second, based on the results of Appendix I, we find that the most
important variable is TOC (the proportion of operating costs to operating revenue), with the
average value of 10.57(%); the next important variable is NIR (the ratio of the sum of net
profit and shareholders’ profit to main business revenue), with the average value of 9.41(%).
Third, among the 13 selected key variables, the CAS, SCR, TRC, ROA, ITD, NIR, TOC,
GTR, and GRA represent financial-based information, PTC and MRT represents operation-
based information, CPR represent negative events, and the RDR represents innovation-based
information. These results indicate that financial-based information is the main source to
predict the SEMs’ credit risk in SCF, and the predictors should be comprehensive rather than
a single source; in other words, multi-source information fusion is of great significance in
predicting the credit risk of SEMs in SCF.

Several conclusions can be drawn from the results of Table 4. First, based on the pre-
dictors of VA, the AUC as a comprehensive indictor related to the other five evaluation
indictors, thereby it as the main evaluation criterion in Bequé and Lessmann (2017), the RF
models achieve the best forecasting performance among the six models. Second, based on
the predictors of VS, when AUC as the main evaluation criterion, the RF also achieve the
best forecasting performance among the six baseline models. Third, notably, as for AUC,
the performances of the models based on VA are worse than those based on VS. However,
the forecasting performances of the gradient boosting based on VA are better compared with
those of the models based on VS.
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5.2 Prediction performance across the newmodels

To compare predicting accuracy across the new models, we predict SMEs’ credit risk with
one-year lagged predictors, based on all potential predictors and selected key predictors,
respectively. The basic experimental steps are as follows:

Step 1: following Step 1 of the basic experimental steps in Sect. 5.1, randomly divide the
data into a training set and a test set for the 1,185 observations.

Step 2: conduct the sampling techniques, CSL, US, OS, and SMOT, on all predictors to
generate the new balanced data in training set. Specifically, considering the 49
(74×2/3 � 49) negative samples and the 741 (1111×2/3 � 741) positive sample in
training set,we generate newbalanced data forUSbyusing the packageovun.sample
in R with method � ‘over’, N � 1,482; generate new balanced data for OS by using
the package ovun.sample in R with method � ‘under’ and N � 98; generate new
balanced data for SMOTE by using the package ovun.sample in R with method �
‘both’; and generate new balanced data for CSL by using the package ROSE in R.

Step 3 use all potential predictors and selected key predictors, respectively, apply the new
training set to fit different models, and tune the hyperparameters/parameters, as in
Step 2 of the basic experimental steps in Sect. 5.1.

Step 4 based on the optimal parameters/hyper-parameters, use the criteria to compare the
prediction results across all potential predictors and selected key predictors in the
test set, and present the results in Table 5.

Several conclusions can be drawn from the results of Table 5. First, the forecasting per-
formances of the new models, the performances of baselines are worse than those of the
new models based on VA and VS, respectively. Second, based on the predictors of VA and
VS, the RF models achieve the best performance among the six models, respectively. Third,
when AUC is the main evaluation criterion (Bequé & Lessmann, 2017), the CSL-RF model
achieves a better forecasting performance, based not only on VA but also on VS, than other
new methods. Fourth, the CSL-RF model achieves a better forecasting performance among
the 24 schemes, based not only on VA but also on VS, than other new approaches.

Finally, to ensure the robustness of new models, we adopt the paired t-test of forecasting
performance to compare S1 (new models) with S0 (baseline models) based on the predic-
tors VA and VS, respectively. In the scenario of baselines models (S0), we forecast the
SMEs’ credit risk by using the baseline models, while in the scenario of new models (S1),
we add an imbalance sampling strategy on the baseline models. We should note that the
parameter ‘alternative’ in R function ‘t.test’ is set to be ‘greater’. In this multiple testing, let
H (1)
0 , H (2)

0 , · · · , H (m)
0 be a family of null hypotheses indicating that the performance of S1

and S0 are equivalent. Regarding the alterative hypothesis H (i)
1 , it means that S1 is statisti-

cally superior to S0 in each scenario for i � 1, 2, · · · ,m. We then adopt a Bootstrap sampling
strategy to obtain 49 (74 × 2/3 � 49) negative samples and the 741 (1111 × 2/3 � 741)
positive sample as training set in each time, and where m � 50 (Wang, Yan, et al., 2021).
Considering that AUC is a comprehensive indictor that related with the other five evaluation
indictors (Bequé & Lessmann, 2017), we finally present the paired t-test results of AUC in
Table 6. All the paired t-test results are statistically significant at the level of 5%, except for
the result of NN based on VA predictors and SMOTH sampling techniques. We mark p val-
ues that rejected the null hypotheses in boldface, which indicate that these scenarios perform
better with an imbalance sampling strategy. On the whole, imbalance sampling strategy is
an important way to improve predict performance of SME’s credit in SCF, but this finding is
not always supported in multiple testing.
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Table 5 The performances of new models

VAS VAU VAO VAB VSS VSU VSO VSB

SVM

Accuracy 0.8684 0.9114 0.9063 0.8608 0.9671 0.8708 0.8127 0.8481

Precision 0.9938 0.9718 0.9771 0.9702 0.9657 0.9705 0.9774 0.9874

Recall 0.9359 0.9583 0.9525 0.9559 0.9760 0.9564 0.9439 0.9373

Type I error 0.1459 0.0811 0.0919 0.1351 0.0243 0.1270 0.1946 0.1649

Type II error 0.1200 0.4000 0.3200 0.4000 0.5200 0.4000 0.2800 0.1600

AUC 0.6500 0.5420 0.5770 0.5030 0.7080 0.5210 0.6390 0.5460

NN

Accuracy 0.9013 0.8608 0.8278 0.8658 0.8608 0.8431 0.7949 0.8405

Precision 0.9825 0.9758 0.9632 0.9621 0.9673 0.9724 0.9558 0.9723

Recall 0.9466 0.9500 0.9603 0.9649 0.9588 0.9324 0.9650 0.9518

Type I error 0.1027 0.1405 0.1649 0.1216 0.1568 0.1568 0.1946 0.1595

Type II error 0.2400 0.3200 0.4800 0.5200 0.3600 0.3600 0.4800 0.3600

AUC 0.5930 0.6090 0.6490 0.5550 0.6090 0.5430 0.5940 0.5980

DT

Accuracy 0.8861 0.8177 0.8759 0.8379 0.8987 0.8379 0.8608 0.8683

Precision 0.9765 0.9715 0.9735 0.9693 0.9797 0.9665 0.9701 0.9761

Recall 0.9514 0.9505 0.9538 0.9547 0.9493 0.9577 0.9559 0.9504

Type I error 0.1135 0.1838 0.1216 0.1595 0.1027 0.1568 0.1351 0.1324

Type II error 0.3200 0.3600 0.3600 0.4000 0.2800 0.4400 0.4000 0.3200

AUC 0.5660 0.6980 0.6170 0.6520 0.6920 0.6340 0.6680 0.6530

RF

Accuracy 0.9494 0.9494 0.9494 0.9241 0.9722 0.9367 0.9367 0.9342

Precision 0.9834 0.9808 0.9861 0.9802 1.0000 0.9916 0.9943 0.9887

Recall 0.9493 0.9520 0.9467 0.9507 0.9349 0.9541 0.9514 0.9431

Type I error 0.0378 0.0351 0.0405 0.0621 0.0432 0.0595 0.0730 0.0730

Type II error 0.2400 0.2800 0.2000 0.2800 0.0000 0.1200 0.0800 0.1600

AUC 0.9410 0.9330 0.9240 0.9190 0.9850 0.9350 0.9200 0.9130

Bagging

Accuracy 0.8887 0.9266 0.8785 0.8937 0.8481 0.9189 0.9038 0.8785

Precision 0.9684 0.9723 0.9713 0.9740 0.9641 0.9774 0.9743 0.9708

Recall 0.9601 0.9590 0.9575 0.9547 0.9612 0.9532 0.9552 0.9568

Type I error 0.0892 0.0514 0.0865 0.0892 0.1297 0.0649 0.0784 0.1027

Type II error 0.4400 0.4000 0.4000 0.3600 0.4800 0.3200 0.3600 0.4000

AUC 0.5680 0.5130 0.6370 0.6640 0.7530 0.5460 0.7110 0.6740

GB

Accuracy 0.9139 0.9316 0.8962 0.9038 0.9291 0.9291 0.9139 0.9013

Precision 0.9773 0.9751 0.9741 0.9716 0.9831 0.9700 0.9800 0.9769
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Table 5 (continued)

VAS VAU VAO VAB VSS VSU VSO VSB

Recall 0.9529 0.9565 0.9548 0.9580 0.9482 0.9510 0.9501 0.9522

Type I error 0.0703 0.0486 0.0865 0.0757 0.0594 0.0057 0.0730 0.0838

Type II error 0.3200 0.3600 0.3600 0.4000 0.2400 0.2800 0.2800 0.3200

AUC 0.5810 0.5350 0.7630 0.5940 0.7250 0.5710 0.6000 0.6490

“VAS” represent the results based on all predictors and CSL sampling strategy, “VAU” represent the results
based on all predictors and US sampling strategy, “VAO” represent the results based on all predictors and OS
sampling strategy, “VAB” represent the results based on all predictors and SMOTE sampling strategy, “VSS”
represent the results based on selected predictors and CSL sampling strategy, “VSU” represent the results based
on selected predictors and US sampling strategy, “VSO” represent the results based on selected predictors and
OS sampling strategy, and “VSB” represent the results based on selected predictors and SMOTE sampling
strategy, respectively
Bold represents the best performance

Table 6 The paired t-test for AUC between baselines and new models

Predictors Sampling Strategy Baseline models

SVM NN DT RF Bagging GB

VA CLS 0.0167 0.0136 0.0122 0.0143 0.0041 0.0207

US 0.0256 0.0345 0.2347 0.0386 0.0382 0.0132

OS 0.0321 0.0415 0.0416 0.0137 0.0172 0.0285

SMOTH 0.0198 0.0782 0.0237 0.0000 0.0248 0.0931

VS CLS 0.0185 0.0324 0.0316 0.0313 0.0421 0.0227

US 0.0233 0.0241 0.0157 0.0248 0.0247 0.0356

OS 0.0341 0.0319 0.0022 0.0041 0.0332 0.0449

SMOTH 0.0127 0.0401 0.0401 0.0301 0.0411 0.0274

(1) “VA”, “VS” represent the results based on all predictors and the selected predictors, respectively; (2)
“CSL”, “US”, “OS” and “SMOTH” represent the imbalance modeling methods of “cost sensitive learning”,
“undersampling”, “oversampling” and “synthetic minority oversampling technique”, respectively; (3) Bold-
face denotes significant at the level of 5%
Bold represents the best performance

5.3 Partial dependency analysis of selected predictors viathe preferredmodel

However, in the SCF of SMEs, market participants usually not only want to know the key
predictors and the prediction performances of the optimal model, but also pay attention to the
varying mechanism of key predictors to trustworthy behavior. In this way, managers would
know how to improve financing capacities, investors how to reduce the investment risk, and
regulators how to ease the financing difficulties of SMEs. The partial dependency analysis
can capture the changemechanism between the predictor and the predictive response through
a specific model, and visually analyze how the predictor affects the predictive response in
all potential ranges. In this paper, the authors adopt the partial dependency analysis, based
on the preferred CSL-RF model, to analyze how the key predictors affect the probability of
credit risk in SMEs. We present the results of partial dependency analysis in Figs. 2 and 3, in

123



Annals of Operations Research

Fig. 2 The predicted responses against each key predictor from financial-based information

which each panel facet shows the bivariate relationship between credit risk and the chosen
predictor.

Figure 2a indicates that the larger the SCR, the lower the probability of non-credit risk
SME; Fig. 2b indicates that the larger the TRC, the higher the probability of non-credit risk
SME; Fig. 2c indicates that the larger the ROA, the higher the probability of non-credit risk
SME; Fig. 2d indicates that the larger the ITD, the lower the probability of non-credit risk
SME; Fig. 2e indicates that the larger the NIR, the lower the probability of non-credit risk
SME; Fig. 2f indicates that the larger the TOC, the lower the probability of non-credit risk
SME; Fig. 2g indicates that the larger the GTR, the lower the probability of non-credit risk
SME; Fig. 2h indicates that the larger the GRA, the lower the probability of non-credit risk
SME; Fig. 2i indicates that the larger the CAS, the higher the probability of non-credit risk
SME.

The predicted responses in Fig. 2 reflect influencing mechanisms of key predictors and
present potential managerial implications. Based on the probability of non-risky SMEs, the
marginal influence effects of key financial-based information can be divided into two cate-
gories. The first group contains key financial-based information usually predicts as non-risky
SMEs (the non-risky probability usually over 0.5), mainly contains SCR and CAS. Figure 2a
shows a non-linear behavior of SCR. Normally, a higher sales cash ratio means a stability
sources of the cash flows of enterprises in a certain period, thereby it can decrease the finan-
cial risk of SEMs at a certain level; however, the profitability of enterprises is poor when
extremely SCR, because it usually at the expense of lowest prices. Therefore, although the
SCR usually add the non-risky of SEMs, we also suggest the managers keeping a reasonable
range to obtain a stability cash flows as well as a higher profit, which potentially decreases
the operational risk of SMEs. Figure 2i indicates that a higher cash ratio (CAS) of SMEs
signifies a higher probability of non-risky SMEs in the general trend. Thereby, to improve
their financing ability, SMEs need to improve their rate of the sum of cash to total current.

The second group is the largest category, which contains predictors of TRC, ROA, ITD,
NIR, TOC, GTR, and GRA of non-risky SMEs and risky SMEs (the non-risky probability
usually around 0.5). Specifically, Fig. 2b indicates that a higher turnover rate of liquid assets
(TRC) of SMEs signifies a higher probability of non-risky SMEs, thereby managers should
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Fig. 3 The predicted responses against each key predictor from others information

improve the TRC to increase the probability of non-risky. Figure 2c indicates that a higher
rate of return on total assets (ROA) of SMEs signifies a higher probability of non-risky SMEs
in the general trend. Therefore, to improve their financing ability, SMEs need to improve their
rate of return on total assets. Figure 2d indicates that a higher inventory turnover number of
days (ITD) signifies a higher probability of non-risky SMEs in the general trend, however,
the probability of non-risky SMEs reaches the platform 0.48 when the ITD of SMEs is above
0.2. Figure 2f shows a non-linear behavior of TOC, normally, a higher TOC means a higher
operating costs of SMEs, thereforemanagers should decrease the operational risk by reducing
operating costs, although SMEs usually face the issue of high operating costs in a short period.
Figure 2h indicates that a non-linear behavior of GRA, a higher cash ratio of SMEs signifies
a higher probability of non-risky SMEs in the general trend, managers thus need to control
the growth rate of total assets within reasonable range. In essence, the marginal influence
effects of different key financial-based information in the credit risk prediction are obvious
and heterogeneous, thereby managers should put more attention on those key financial-based
information and more carefully for those influence mechanism.

In Fig. 3, in the general trend, Fig. 3a indicates that the larger the PTC, the higher the
probability of non-credit risk SME; Fig. 3b indicates that the larger the RDR, the higher the
probability of non-credit risk SME, Fig. 3c indicates that the larger the CPR, the lower the
probability of non-credit risk SME, Fig. 3d indicates that the larger the MRT, the lower the
probability of non-credit risk SME. More specifically, Fig. 3a indicates that a higher revenue
ratio from five customers (PTC) of SMEs signifies a higher probability of non-risky SMEs in
the general trend, thus managers should pay more attention to the role of main customers and
suppliers to reduce the operation risk, and managers can improve their financing ability by
cooperating with main customers and suppliers that has strong credit standing and financial
standing in SCF.

Figure 3b indicates that a higher ratio of R&D investment (RDR) of SMEs signifies
a higher probability of non-risky SMEs in the general trend, it’s reasonable to say that
innovation is the foundation of the firm’s sustainable development, managers thus should
put for more resources on R&D and innovation within firm’s operation schemes. Figure 3c
indicates that a larger punished number (CPR) signifies a lower probability of non-risky
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SMEs in the general trend, because the administrative penalties decrease the reputation of
SMEs and improve the credit risk of SMEs, managers should pay more attention to firm’s
reputation to improve the financial capability. Figure 3d indicates a non-linear behavior of
related transactions amount (GRA), managers thus need to control the total amount of related
transactions within reasonable range. In essence, the marginal influence effects of different
key non-financial-based information for forecasting the SMEs’ credit risk are obvious and
heterogeneous, thereby the managers should put more attention on those key non-financial-
based information and more carefully for those influence mechanism.

6 Discussions

This research explores credit risk forecasting solutions for SMEs in SCF from a multi-source
information fusion perspective. These solutions are different from traditional schemes and
provide insights for both SMEs managers, investors, and market regulators involved in SCF.

6.1 Theoretical implications

First, we propose a series of new hybrid machine learning approaches by extending the
imbalance sampling strategy to baseline models, which is useful in handling imbalance
datasets and nonlinear relationship in the SCF simultaneously. Since the sample proportion of
positive (non-ST) and negative (ST) SMEs are extremely imbalanced (1111:74), the baseline
machines are trained for each dataset. The amount of information carried by the positive
sample is larger than that of the negative one and this causes misleading results in the learning
process of the baseline classifiers. To achieve the balanced ratio between ST and non-ST
SMEs, we propose a series of new hybrid machine learning approaches by considering an
imbalance sampling strategybasedon six classic classifiers. The empirical results indicate that
the proposedCSL-RFmodel is the optimal solution, both in terms of robustness and accuracy.
Therefore, first, our research contributes to the SMEs’ credit risk prediction approach of
SCF literature by addressing the imbalance datasets and nonlinear relationship in the SCF
simultaneously (Zhu et al., 2019).

Second, we develop an SME credit risk forecasting model in SCF by broadening multi-
sources information fusion from financial-based to a wider range including operation,
innovation, and negative events and presenting key variable selection schemes. On the one
hand, we identify different sources of information of SMEs that can be used as effective
predictors for credit risk in SCF. On the other hand, from the results of key variable selec-
tion, multi-sources information of financial, operation, innovation, and negative events are
selected. This is different from previous research findings, which tend to adopt financial-
based information, e.g., (Lin et al., 2018), whereas this study finds that other information
including operation information, innovation information, and negative events, is also neces-
sary for credit risk prediction of SMEs in SCF. Moreover, key predictors selected are also
meaningful, as Sariannidis et al. (2020) suggest that some redundant variables have little
marginal effect in increasing the credit value of the SMEs, but impose a great cost.

Third, the accuracy level achieved is quite satisfactory; in the optimal cases, it reached
over 97.22%. The proposed framework thus could be used for a thorough understanding in
SEM’s credit risk market (Jiang et al., 2019). The results indicate that the proposed CSL-RF
model is the optimal solution, both in terms of robustness and accuracy. As the performances
of the proposed CSL-RF model is satisfactory, investors can use less information—just PTC,
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SCR, TRC, ROA, ITD, NIR, TOC, GTR, GRA, CAS, RDR, CPR, and MRT—instead of
dealing with a large amount of financial information, operational information, innovation
information and negative events (reduced the original 40 basic variables to 13 key variables),
to classify potential customers to provide more appropriate solutions for SCF. These methods
can be further developed by analysts, financial institutions and SME’s managers to facilitate
classification process for prospective SMEs according to their preferred characteristics.

6.2 Practical implications

First, SME mangers need to continuously realign organizational models with stakeholder
interests based on multi-source information of credit risks, because this research shows
that the reliability and sustainability of SMEs are the key factors for investors to make
financing decisions, and not just rely on financial-based information. In addition, to attract
more investors’ attention of SMEs, managers should put more emphasis on profitability,
market capabilities, and enterprise reputation.

Second, we distinguish that the financial-based information of SMEs should be given
more attention than operation-based information, innovation-based information, and negative
events; particularly, capital capabilities, management capabilities, profit capabilities, growth
capabilities, and solvency capabilities. This is in line with Weng et al. (2016), who find that
SMEs’ financial capabilities ensure their debt repayment capabilities, which also affect the
reliability and sustainability of the whole SCF. Therefore, to improve the financing capability
of SMEs,we also suggest that SMEmanagers should developmulti-channel financing service
platforms with suppliers and consumers, such as providing diversified supply chain financial
products, constructing better credit evaluation and dishonoring punishment mechanism to
ease the financing difficulties. Therefore, designing multi-channel financing platforms may
be one of the primary measures to promote the sustainable development of SMEs.

Third, we explore the varying mechanisms of how selected key variables enhance the
creditworthiness of SMEs in SCF, which is different from Zhu et al. (2019), who capture the
varying mechanisms from traditional financing factors and SCF factors. In this research, we
capture the varying patterns of key information from financial and non-financial aspects of
SMEs’ credit risk, and present the marginal influence effects of different key information in
detail. Considering that the heterogeneous effects of different key variables, thereby, SME’s
mangers should control the key variables within reasonable range and build flexible solutions
with different predictors. For example, managers could construct a credit system for different
customers to carry out SCF individually. Some specific scenarios may be created by market
regulators, such as constructing a credit guarantee system for SMEs, promoting financial
markets for SMEs, and optimizing the financing environment for SMEs (Arevalillo, 2019).

7 Conclusions

To our best knowledge, this is the first study to consider the value of multi-source information
fusion to predict the SMEs’ credit risk in SCF, and presents some managerial implications.
We predict the credit risk of SMEs in SCF with an imbalance sampling strategy on machine
learning techniques. Considering the value of multi-source information fusion in the big
data era, we construct a broader knowledge base, including financial information, opera-
tion information, innovation information, and negative events, to predict the credit risk of
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SMEs in China, and develop new models to simultaneously solve for key predictor selec-
tion and imbalance classes. We then adopt six evaluation criteria to compare the prediction
performances of the six machine learning techniques—SVM, NN, DT, RF, bagging, and
GB—based on the data of VA and VS, respectively. We compare the results of new mod-
els via a re-sampling strategy for baseline models on VA and VS; the results indicate that
the proposed CSL-RF model is optimal in terms of accuracy and robustness. The empirical
results indicate that the financial-based information is the main source to predict SEMs’
credit risk in SCF, and the multi-source information fusion is meaningful. In addition, based
on the preferred CSL-RF model, we also present the varying mechanisms of key predictors
for SMEs’ credit risk by using partial dependency analysis. Finally, we generate strategic
insights for market participants, such as regulators, investors, and managers.

Notwithstanding the above implications, this study has some limitations, which imply
future research. First, although we select the optimal predict model based on the AUC
and Type II error (risk averse), because the cost of Type II error causes the SCF investors
with high risks and losses, some investors are more risk taking, they tend to select the
SCF scheme to maximize potential return based on the Type I error (risk taking). Sec-
ond, as multi-source information fusion is a feasible scheme for dealing with information
asymmetry in SMEs’ credit risk in SCF, we could also explore this issue from broader infor-
mation fusion perspectives considering information regarding industrial network structure
(e.g. Wang, Yan, et al., 2021), supply chain leadership (e.g. Chen et al., 2021), and supply
chain network structure (e.g. Wang, Jia, et al., 2021). Third, recent development of trade
tensions, such as the U.S.–China trade dispute, Japan–South Korea trade conflict, and other
business dynamics towards reglobalization are readily affecting global supply chain. Future
research could explore the role of new technologies in facilitating SCF in the era of reglob-
alization, focusing on topics such as supply chain governance, competition, and cooperation
(e.g. Reza-Gharehbagh et al., 2021). Moreover, considering that multiple SCF platforms are
emerging in the digital era, although some challenges of SCF platforms such as intelligent
credit risk forecasting based on multi-source information fusion have been addressed in this
research, other emerging credit risk topics, e.g., the credit risk forecasting of SCF platforms
are still under-explored in SCF. We thus call for the new SCF solutions in managing infor-
mation sharing, integration, and alignment for SCF platforms. We also suggest that future
works can develop new models, both multi-sources information and multi-methods fusion,
to explore the potential topics within the scopes of multi-sided crowdfunding platforms and
peer-to-peer financing choice of SME entrepreneurs.
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Appendix A: The pseudocode of SVM-based classifier
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Appendix B: The pseudocode of ANN-based classifier
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Appendix C: The pseudocode of C4.5 DT

Appendix D: The pseudocode of RF
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Appedix E: The pseudocode of bagging

Appendix F: The pseudocode of GB

123



Annals of Operations Research

Appendix G: Variables and definition

Abbreviated Attribute Definition

Supply chain capabilities

TPS CON TPS is total purchases amount of enterprise from the top five suppliers

PAS CON PAS is the proportion of the total purchase amount from the top five
suppliers

PRP CON PRP is the number of listed enterprises in the top five suppliers

TFR CON TFR is total revenue of enterprise from the top five customers

PTC CON PTC is the proportion of the total revenue from the top five customers

PSP CON PSP is the number of listed enterprises in the top five customers

Capital capabilities

SCR CON SCR is the ratio of the net cash flows to the enterprise’s sales income

CIR CON CIR is the ratio of cash flows to capital expenditure and cash dividends

COI CON COI is the ratio of operating cash flows to operating cash

CRA CON CRA is the ratio of net operating cash flows to total assets

Management capabilities

INT CON INT is the average times for an enterprise sold its total during a year

TRA CON TRA is a measure for receivables by clients

TRC CON TRC is the times of the current assets are turned over in a year

ROA CON ROA compares the sales of an enterprise to its asset base

APT CON APT refers to the liquidity of accounts payable of an enterprise

ITD CON ITD is the number of days that an enterprise sells its inventory during a
given year

Profit capabilities

NPT CON NPT is the ratio of net profit to total profits

NIR CON NIR is ratio of the sum of net profit and shareholders’ profit to main
business revenue

TOC CON TOC is the proportion of operating costs to operating revenue

MER CON MER is the management fee to revenue of main business

CTP CON CTP is the ratio of cash to total profits

Growth capabilities

GTR CON GTR is the growth rate of total operating revenue for an enterprise

NPR CON NPR is the year-on-year growth rate of net profit for an enterprise

GTL CON GTL is the growth rate of total liabilities for an enterprise

GRA CON GRA is the growth rate of total assets for an enterprise

Solvency capabilities

CUR CON GUR is a liquidity ratio that a firm has resources to meet its short-term
obligations

QUR CON QUR is the ratio that quick assets to extinguish its current liabilities
immediately

CAS CON CAS is the ratio of the sum of monetary to total current

RBA CON RBA is the ratio of long-term borrowing to total assets
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Abbreviated Attribute Definition

Innovation capabilities

NPA CON NPA is the total number of invention patent applications

NPO CON NPO is the total number of invention patent granted

RDP CON RDP is the ratio of R&D personnel to total employees

RDR CON RDR is the ratio of R&D investment to total revenue

Negative events

NLD BIN NLD � 1 if the enterprise is involved in litigation disputes, else 0

CPR BIN CPR � 1 if the enterprise is punished by the regulator, else 0

EPR BIN EPR � 1 if the executives is punished by the regulator, else 0

MNN BIN MNN � 1 if the enterprise disclosed by the media with negative news, else 0

Related transactions

TRT MUL TRT � 1 is loans; TRT � 2 is sell products; TRT � 3 is purchase assets;
TRT � 4 is accept services; TRT � 5 is purchase goods; TRT � 6 is
equity; TRT � 7 is provision of goods or services; TRT � 8 is rents; TRT
� 9 is payment of expenses; TRT � 10 is asset transaction; TRT is fee;
TRT � 12 is financial dealings; TRT � 13 is investment; TRT � 14 is
proxy; TRT � 15 is construction; TRT � 16 is technical services; TRT �
17 is hydropower supply; TRT � 18 is receivable and payable; TRT � 19
is consulting services; TRT � 20 is transfer of assets; TRT � 21 is others

MRT CON MRT is the total currency amount of related transactions

CRR BIN CRR � 1 if the control relationship occurred between related enterprise and
the enterprise, else 0

“CON”, “BIN”, and “MUL” represents the “continuous”, “binary”, and “multiple” respectively
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