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In parallel with the development of information and network technology, large amounts of data are being

generated by the Internet, and data-driven methodologies are now often being used in decision-making.

Recent studies have investigated personalized individual semantics (PIS) in various decision-making con- 

texts to model a fact that words mean different things to different people. However, few studies have in- 

vestigated PIS in the context of multi-attribute decision-making (MADM). In MADM, in addition to multi- 

attribute linguistic information, pre-existing classification of the alternatives is always present, which

have not been considered in prior research. Most previous studies have simply demonstrated the feasi- 

bility of PIS methods with numerical examples using small-scale models, and not with realistic datasets.

Therefore, in this study, we propose a data-driven learning model to analyze the PIS of decision makers

to support a multi-attribute decision-making model that considers pre-existing classification of the alter- 

natives. Specifically, we first propose a PIS multi-attribute learning function to define a general compu- 

tation form for comprehensive evaluation of the value of alternatives. Then, considering this pre-existing

classification of the alternatives, a PIS learning model is constructed by analyzing the relations between

calculated values of alternatives and corresponding class assignments to obtain personalized numerical

scales of linguistic terms for a decision maker. Finally, we present a case study based on two datasets

and a comparison with other methods to justify the feasibility of the proposed model.

© 2022 Elsevier Ltd. All rights reserved.
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. Introduction

Multi-attribute decision-making (MADM) involves an individual 

r a group of decision makers selecting an option by evaluating a 

et of alternatives according to multiple attributes [ 1 , 2 , 3 , 4 ]. In re-

listic MADM problems, decision makers often prefer to use lan- 

uage and linguistic terms to express their preferences for evalu- 

ting the objects or alternatives, and such information is conven- 

ionally included in multi-attribute linguistic decision matrices to 

epresent their preferences [5] . 
✩ Area: Decision Analysis and Preference-Driven Analytics. This manuscript was

rocessed by Associate Editor Salvatore Corrente.
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This means there is a need for computing with words (CWW) 

 6 , 7 ] when dealing with linguistic preferences in decision making. 

bviously, words mean different things to different people [ 8 , 9 ], 

nd type-2 fuzzy sets [8] are commonly used to deal with this 

ssue in CWW. The CWW model of type-2 fuzzy sets is a useful 

ool to deal with multiple meanings, but this model does not rep- 

esent specific semantics for individuals. For example, if a family 

ith three members wants to buy a car, perhaps the members 

f the family all think the car is “good”. However, the numeri- 

al decision-making meaning of the word “good” might be accu- 

ately represented as 0.9 for one member, and 0.7 for the other 

wo members. This reflects PIS among the three members. Porro 

t al. [10] proposed the concept of perceptual maps to represent 

he differences between the decision makers’ semantics of linguis- 

ic terms in MADM. Recently, Li et al. [11] presented a personal- 

zed individual semantics (PIS) model to customize individual nu- 

https://doi.org/10.1016/j.omega.2022.102642
http://www.ScienceDirect.com
http://www.elsevier.com/locate/omega
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erical semantics by means of a numerical scale model [ 12 , 13 ]

nd a 2-tuple linguistic model [14] . Based on the PIS model in 

11] , Huang and Li [15] and Li et al. [16] presented a consen-

us decision-making model with personalized interval numerical 

cales representing linguistic preferences. Tang et al. [ 17 , 18 ] and Li

t al. [19] proposed consistency-based goal programming models 

o obtain personalized numerical scales (PNS) that describe dis- 

ributed linguistic representations. Zhang et al. [20] proposed an 

ptimization-based PIS model with comparative linguistic expres- 

ion preferences, taking into account individual self-confidence. In 

ddition, PIS models have also been applied in failure mode and 

ffects analysis [21] and in research on opinion dynamics [22] . 

In PIS learning, the essential task is to customize the PIS of de- 

ision makers via their PNS. There are avenues for further explo- 

ation: 

(1) Previous studies regarding PIS learning were conducted in 

he context of group decision-making models with linguistic pref- 

rence relations, and they provide consistency-driven optimization 

odels to represent PIS among decision makers by obtaining their 

NS. In realistic applications, many decision-making problems oc- 

ur in linguistic MADM (LMADM) contexts [23] , but only a few 

tudies have examined PIS in the context of LMADM. 

(2) There are insufficiently explored data-driven LMADM (DD- 

MADM) problems, which usually relate to the multi-attribute de- 

ision matrix and pre-existing classification of the alternatives. 

n DD-LMADM, the pre-existing classification of the alternatives 

tands for a classification of alternatives (or objects). In the method 

roposed in the paper, we assume that a classification of the alter- 

atives exists in addition to the description using the attributes. 

or example, with the development of the tourism market, tourists 

eeking to go on a trip usually select their hotels on tourism web- 

ites, such as Ctrip, by evaluating multiple attributes of the ho- 

els, including price, location, services, ambience and so on. Addi- 

ionally, the hotels listed on tourism websites may be divided into 

lasses according to the quality of hotels (e.g., five stars; four stars; 

hree stars and two stars). However, most studies have only inves- 

igated LMADM based on data on multi-attribute linguistic infor- 

ation, without studying the pre-existing classification on alterna- 

ive used in DD-LMADM. 

To overcome these limitations, in this study, we develop a data- 

riven method for learning of PIS to support LMADM based on 

oth multi-attribute linguistic information and pre-existing classifi- 

ation of the alternatives. Preference learning [ 24 , 25 , 26 , 27 , 28 ] is an

mportant field in machine learning, and it deals with the learning 

f preferences in datasets by constructing a model from a given 

raining sample. Inspired by the ideas of PIS and preference learn- 

ng, our study includes the following stages: 

Constructing a PIS learning model . A PIS multi-attribute learning 

unction is first proposed to define a general computation form for 

valuating the comprehensive values of alternatives. Then, based 

n the proposed function, we construct a PIS learning model for 

D-LMADM to calculate the PNS of linguistic terms for decision 

akers, by constraining the value difference of pairs of alternatives 

rom consecutive classes and the same class. 

Application of the PIS learning model . We use real datasets to test 

ur PIS learning model. A comparison with existing methods that 

o not implement PIS is included. Our results show that the inte- 

ration of PIS learning in DD-LMADM systems may improve consis- 

ency between linguistic preferences over attributes and their cor- 

esponding class assignments. 

The personalization of linguistic preferences and the integra- 

ion of the pre-existing classification of the alternatives in LMADM 

how the advantages of the proposed method for dealing with 

he individual linguistic preference understanding and in improv- 

ng the consistency of decision results. 
2

The study is arranged as follows. Section 2 introduces the nec- 

ssary preliminaries to develop our proposal. Section 3 presents a 

escription for PIS learning in DD-LMADM. Section 4 details a PIS 

ulti-attribute learning function, based on which our data-driven 

IS learning model is proposed. Section 5 includes case studies 

ased on two learning datasets to illustrate our proposed model in 

 real LMADM context. Section 6 provides a comparison with exist- 

ng approaches that do not implement PIS. Finally, Section 7 con- 

ludes the paper. 

. Preliminaries

In this section, we introduce basic knowledge regarding linguis- 

ic approaches based on membership functions, a 2-tuple linguistic 

odel, and PIS based on numerical scale. 

.1. Linguistic approach based on membership function 

The concept and applications of linguisitc variables are intro- 

uced in [6] . Let S = { s 0 , s 1 , ..., s g } be a linguistic term set. The lin-

uistic term s i represents a possible value for a linguistic variable 

here s i > s j if and only if i > j. 

Triangular membership functions [ 14 , 29 , 6 ] are one of the most

ommonly used membership functions in fuzzy sets to represent 

he semantics of linguistic terms, described: 

 (x ) = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

0 , x < a 
( x − a ) / (b − a ) , a ≤ x < b 
( c − x ) / ( c − b) , b ≤ x < c 
0 , c ≤ x 

(1) 

here a , b and c are parameters of A (x ) . 

These triangular fuzzy numbers can be used as appropriate de- 

criptors to represent the semantics of linguistic terms. For exam- 

le, we can represent a linguistic term set S with seven terms as 

ollows: 

 = { s 0 : N, s 1 : V L, s 2 : L, s 3 : M, s 4 : H, s 5 : V H, s 6 : P }
Using the labels based on triangular membership function, the 

emantics of linguistic terms in S can be assigned as follows: 

A (N) = (0 , 0 , 0 . 17) , A (V L ) = (0 , 0 . 17 , 0 . 33) , A (L ) = (0 . 17 , 0 . 33 , 0 . 5) ,

A (M) = (0 . 33 , 0 . 5 , 0 . 67) , A (H) = (0 . 5 , 0 . 67 , 0 . 83) , 

 (V H) = (0 . 67 , 0 . 83 , 1) , A (P ) = (0 . 83 , 1 , 1) 

Then, a CWW model can be constructed based on triangular 

embership function semantics of linguistic terms. Some basic 

perations on triangular membership functions can be found in 

 30 , 6 ]. 

.2. 2-tuple linguistic model and PIS based on numerical scale 

Herrera and Martínez [14] argued that there is information loss 

n CWW based on membership functions, and thus, they proposed 

 linguistic representation model based on symbolic translation, 

alled the 2-tuple linguistic model, for CWW with linguistic 2- 

uples. 

Definition 1 [14] . Let S = { s 0 , s 1 , ..., s g } be a linguistic term set

nd β ∈ [0 , g] be a value representing the result of a symbolic 

ggregation operation. The transformation functions between 2- 

uples and numerical values are defined as: 

: [ 0 , g ] → S (2) 

eing 

�(β) = ( s i , α) with 

s i , i = round ( β) 
a = β − i, a ∈ [ −0 . 5 , 0 . 5 ) 

(3) 
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Fig. 1. The framework for the linguistic model with PIS [35] .
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The inverse function of �, �−1 : S → [0 , g] is defined as 
−1 ( s i , α) = i + α.

The 2-tuple linguistic model provides a popular tool for linguis- 

ic decision making, but it only deals with linguistic term sets that 

re uniformly and symmetrically distributed. i.e., balanced linguis- 

ic term sets. 

Dong et al. [12] developed a numerical scale model as an ex- 

ension of the 2-tuple linguistic model to deal with both balanced 

nd unbalanced linguistic term sets. 

Definition 2 [12] . Let S = { s 0 , s 1 , . . . , s g } be a set of linguistic

erms, and R be the set of real numbers. A function NS : S → R is

alled a numerical scale of S, and NS( s i ) is the numerical value of

S. 

Definition 3 [12] . The numerical scale NS for ( s i , α) is defined 

s follows: 

S( s i , α) = 

{
NS( s i ) + α × (NS( s i +1 ) − NS( s i )) , α ≥ 0 

NS( s i ) + α × (NS( s i ) − NS( s i −1 )) , α < 0 

(4) 

If NS( s i ) < NS( s i +1 ) , for i = 0 , 1 , ..., g − 1 , then the NS on S is or-

ered. 

The inverse operator of the numerical scale NS is defined as 

 S −1 : R → S (5) 

ith 

 S −1 (r) = 

⎧ ⎪⎪⎨
⎪⎪⎩

(
s i , 

r − NS( s i ) 

NS( s i +1 ) − NS( s i ) 

)
, NS( s i ) < r < 

NS( s i ) + NS( s i +1 ) 

2 (
s i , 

r − NS( s i ) 

NS( s i ) − NS( s i −1 ) 

)
, 

N S( s i −1 )+ N S( s i ) 
2

≤ r ≤ NS( s i ) 

(6) 

Numerical scale models provide a uniform framework [31] to 

onnect the various 2-tuple linguistic models. In [31] , it shows the 

etting of NS( s i ) = �−1 ( s i ) yields the 2-tuple linguistic model.

To represent different understandings of words by decision 

akers, Li et al. [11] presented a framework with three processes 

o handle linguistic information in linguistic decision-making with 

IS (Graphically, see Fig. 1 ). Specifically, it translates linguistic 

erms into numerical values, which would be used in a numerical 

omputation process representing individual semantics. Then, the 

ramework retranslates the output of these numerical scales into 

inguistic values that are easier for decision makers to understand. 

In Fig. 1 , N S k is a numerical scale on S associated 

ith decision maker e k (k = 1 , 2 , ... , m ) , and the value of

 V V k = { P V V k 
1 
, P V V k 

2 
, ..., P V V k n } represents the PIS of decision

aker e k associated with the term s i (i = 0 , 1 , ..., g) . Further-

ore, to represent the specific semantics of decision makers, Li 

t al. [11] proposed consistency-driven optimization models by 

alculating the PNS of linguistic terms. 
3

. Data-driven linguistic multi-attribute decision making

roblem 

In this section, we formulate a DD-LMADM system to study PIS 

earning. In our DD-LMADM model, there are two kinds of data: 

(1) The multi-attribute linguistic data. Considering the complex- 

ty of decision-making environments and the diversity of linguis- 

ic evaluations, the linguistic term sets used to evaluate attributes 

ay be multi-granular [ 32 , 33 ], that is, linguistic term sets of vary-

ng cardinality and/or semantics could be used to express decision 

akers’ opinions on the set of alternatives. 

(2) The pre-existing classification of the alternatives. In DD- 

MADM, the alternatives are often classified into several pre- 

efined classes according to performance. For example, when buy- 

ng cars, the customers would evaluate the cars with linguistic 

references on multiple attributes, and meanwhile, there is the 

ars’ classification information: economic car and luxury car. 

Then, we describe the following notations that will be used in 

his system. 

(1) Multi-attribute linguistic data: 

(i) E = { e 1 , e 2 , ..., e m 

} : The set of decision makers;

(ii) R = { r 1 , r 2 , ..., r q } (q ≥ 2) : The set of attributes for the deci-

ion makers in E to evaluate the alternatives; 

(iii) S j = { s j 
0 
, s 

j 
1 
, ..., s 

j 
g j 
} : The linguistic term set, associated with

he attribute r j , to be used for the decision makers in E to express 

heir linguistic assessments; 

(iv) X k = { x k 
i
| i = 1 , 2 , ..., n k } : The set of alternatives, associated

ith e k ; 

(v) L k = (l k 
i j 
) n k ×q : The multi-attribute linguistic decision matrix 

rovided by e k , where l k 
i j 

indicates the linguistic assessment of al- 

ernative x k 
i 

on attribute r j , associated with e k . 

(2) Pre-existing classification of the alternatives: 

(i) H = { 1 , 2 , . . . , h } is the set of classification labels; 

(ii) c(x k 
i 
) is the label of x k 

i 
, where c(x k 

i 
) ∈ H; and the smaller

alue of c(x k 
i 
) indicate the better alternative x k 

i 
; 

(iii) C k = { C k 
1 
, C k 

2 
, . . . , C k 

h
} is the classifications over X k , where

 

k 
v = { x k 

i 
| c(x k 

i 
) = v } ( v ∈ H). Clearly 

h ⋃ 

v =1 

C k v = X k and C k v ∩ C k e = ∅ ( v 	 =
 ). We call C k the pre-existing classification of the alternatives in 

 

k , associated with e k . 

In CWW, the process of assigning PNS to linguistic terms mod- 

ls the PIS of linguistic terms used by decision makers. In this DD- 

MADM system, although we have linguistic assessments on mul- 

iple attributes and information classifying the alternatives, we do 

ot know specific PIS for decision makers. Thus, the main objective 

f this study is to propose a data-driven method for learning of PIS 

o support LMADM. 

The data-driven method for calculating PNS is implemented 

ith the following two steps: 
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Fig. 2. Framework of learning PIS in the DD-LMADM.
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Define the PIS multi-attribute learning function . We present this 

unction to define a general computation form to comprehensively 

valuate the alternatives. 

Construct the data-driven PIS learning model . Based on this PIS 

ulti-attribute learning function, we construct a data-driven opti- 

ization model based on multi-attribute linguistic data and pre- 

xisting classification data to obtain the PNS of linguistic terms for 

ecision makers. 

Fig. 2 provides the resolution framework of the proposed 

odel. In Fig. 2 , based on two kinds of data (i.e., multi-attribute 

inguistic data and pre-existing classification of alternatives), we 

btain the PNS through solving the data-driven PIS learning model. 

he values of PNS among decision makers are different, which 

hows the PIS of decision makers. 

Notably, we consider two cases for the attributes’ weights: un- 

nown attribute weights and pre-established attribute weights. 

In DD-LMADM, it is assumed that decision makers express their 

inguistic assessments through simple linguistic terms. However, it 

s possible that decision makers use complex linguistic representa- 

ion structures to express their preferences. In this situation, flexi- 

le linguistic expressions [34] can provide a general tool to model 

ecision makers’ linguistic assessments. 

. A PIS learning method in the DD-LMADM

In this section, we propose a new method for calculating PIS 

n a DD-LMADM model. Specifically, we first propose a PIS multi- 

ttribute learning function to comprehensively evaluate the val- 

es of alternatives. Then, based on the PIS multi-attribute learn- 

ng function, we construct a PIS learning model with the multi- 

ttribute linguistic data and pre-existing classification of the alter- 

atives to compute PNS in the DD-LMADM model system. 

.1. PIS multi-attribute learning function 

Let S j = { s j 
0 
, s 

j 
1 
, ..., s 

j 
g j 
} be the linguistic term set associated with

he attribute r j . To study PIS in the DD-LMADM formal system, 

e introduce the PNS, P N S k (l k 
i j 
) , to define the individual numerical

eaning of l k 
i j 

over S j , which is used to characterize PIS of decision 

akers. Using this definition and based on the multi-attribute ad- 

itive model [35] , we define the personalized comprehensive value 

or alternative x i associated with e k as follows: 

 

k ( x i ) = 

q ∑ 

j=1

w 

k 
j × P N S k (l k i j ) (7) 

here W 

k = (w 

k 
1 
, w 

k 
2 
, ..., w 

k 
q ) 

T 
is the weight v ect or of the attributes

ssociated with decision maker e k , which satisfies the require- 

ents w 

k 
j 
≥ 0 and

q ∑ 

j=1

w 

k 
j 
= 1 .

Notably, in accordance with the characteristics of realistic de- 

ision making, the preferences provided by decision makers on at- 
4

ributes can be divided into two types: qualitative and quantitative. 

f the preference l k 
i j 

is quantitative, we assume that l k 
i j 

is bounded 

o the interval [0,1] and set P N S k (l k 
i j 
) = l k 

i j 
in this study. If the pref-

rence l k 
i j 

is qualitative, without any loss of generality, the range of 

 N S k (l k 
i j 
) is expressed in the form: 

 N S k (l k i j ) 

⎧ ⎨ 

⎩ 

= 0 , i f l k 
i j 

= s j 
0 

∈ ( 0 , 1) , f orl k 
i j 

	 = s j 
0 
andl k 

i j 
	 = s j 

g j

= 1 , i f l k 
i j 

= s j 
g j

(8) 

Eq. (8) provides the range of personalized numerical scales. 

pecifically, if l k 
i j 

= s 
j 
0 
, we set the numerical scale of l k 

i j 
is

 N S k (l k 
i j 
) = 0 ; if l k 

i j 
= s 

j 
g j 

, we set the numerical scale of l k
i j

is

 N S k (l k 
i j 
) = 1 ; for l k 

i j 
	 = s 

j 
0 

and l k 
i j 

	 = s 
j 
g j 

, we set P N S k (l k 
i j 
) ∈ (0 , 1) . It is

orth pointing out that the range of the P N S k (l k 
i j 
) may be different

or different decision-making problems, which can be determined 

y the demand of decision makers. 

Then, in order to calculate the values of P N S k (l k 
i j 
) , we intro-

uce a deviation variable ε j,k t = P N S k (s 
j 
t ) − P N S k (s 

j 
t−1 

) , which de-

otes the deviation between the PNS of linguistic terms s 
j 
t and s 

j 
t−1

t = 1 , 2 , ..., g j) . Clearly, ε j,k t > 0 and 

g j ∑ 

t=1

ε j,k t = 1 . 

Without loss of generality, we assume l k 
i j 

= s 
j 
γ (γ ∈ { 0 , 1 , ..., g j} ) .

hen, P N S k (l k 
i j 
) is formulated as follows: 

 N S k (l k i j ) = P N S k (s j γ ) =
γ∑ 

t=1

ε j,k t (9) 

Next, let ε j,k = (ε j,k 
1 

, ε j,k 
2 

, ..., ε j,k 
gj 

) 
T

and O 

j (l k 
ij 
) = 

o 
j 
1 
(lk 

ij 
) , o j 

2 
(l k 

ij 
) , ..., o j 

gj 
(l k 

ij 
)) 

T
, where 

 

j 
t 

(
l k i j 

)
= o j t 

(
s jγ

)
= 

{
1 , i fγ ≥ t 
0 , i fγ < t 

(10) 

Eq. (9) can be equivalently transformed into the following form 

epresented by the vectors ε j,k and O 

j ( l k 
i j 
) : 

N S k 
(
l k ij 

)
= 

(
ε j,k 

)T 
O 

j 
(
l k ij 

)
(11) 

In the following, we list an example with a linguistic term set 

 

j = { s j 
0 
, ..., s 

j 
6 
} to show the use of ε j t ( t = 1 , 2 , ..., 6 ) to denote the 

NS of linguistic terms, as shown in Fig. 3 . 

Furthermore, based on Eq. (7) , the comprehensive value F k ( x i ) 

f alternative x i associated with decision maker e k is rewritten as 

ollows: 

 

k ( x i ) = 

q ∑ 

j=1

w 

k 
j 

(
ε j,k 

)T 
O 

j 
(
l k ij 

)
= 

(
W 

k 
)T 

U 

k ( x i ) (12) 

here W 

k = (w 

k 
1 
, w 

k 
2 
, ..., w 

k 
q ) 

T
and U 

k (x i ) = 

 ( ε 1 ,k ) 
T 
O 

1 (l k 
i 1 
) , (ε 2 ,k ) 

T 
O 

2 (l k 
i 2 
) , ..., (ε q,k ) 

T 
O 

q (l k 
iq 
)) 

T 

.

Because the use of Eq. (12) can evaluate the comprehensive 

alue of linguistic preferences in this DD-LMADM context, as well 

s compare the alternatives in different classes, thus we use 

q. (12) as our PIS multi-attribute learning function. 

.2. A data-driven PIS learning model in DD-LMADM 

As defined earlier, C k = { C k 
1 
, ..., C k 

h
} with C k 

i 

 C k 

i +1 
is a set of

lasses of alternatives, which indicates that the comprehensive val- 

es of the alternatives in class C k 
i 

should be no worse than those 

n class C k 
i +1 

, i.e., F k ( x a ) ≥ F k ( x b ) for ∀ x a ∈ C k 
i 

, ∀ x b ∈ C k 
i +1 

and k =
 , 2 , ..., m . 
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Fig. 3. Representation of the PNS values of s j t with ε j t (t = 1 , 2 , ..., 6) . 
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In this data-driven PIS learning model, inspired by the idea of 

reference learning [27] , we hope to achieve two objectives: 

Maximize the minimum average comprehensive value differ- 

nce among alternatives between any two consecutive classes, and 

Minimize the comprehensive value difference among alterna- 

ives from the same class. 

Let d k ( d k ≥ 0 ) be the minimum value difference for the average 

omprehensive values between any two consecutive classes associ- 

ted with decision maker e k , thus 

∑ 

x a ∈ C k i 
F k ( x a ) 

# C k 
i 

−
∑ 

x b ∈ C k i +1
F k ( x b ) 

# C k 
i +1

= 

∑ 

x a ∈ C k i 

(
W 

k 
)T 

U 

k ( x a ) 

# C k 
i 

−
∑ 

x b ∈ C k i +1

(
W 

k 
)T 

U 

k ( x b ) 

# C k 
i +1

≥ d k for i = 1 , 2 , ..., h − 1 

(13) 

here # C k 
i 

is the cardinality of C k 
i 
( i = 1 , 2 , ..., h ) . 

Then, the first objective (i) is represented as follows: 

in −d k (14) 

Next, let d k 
′

denote the value difference of the comprehensive 

alues among alternatives from a class C k 
i 

(i = 1 , 2 , ..., h ) associated

ith e k . To achieve the second objective (ii), we use 

in d k 
′

(15) 

here 

 

k ′ = 

p ∑ 

i =1 

∑ 

x a , x b ∈ C i 

((
W 

k 
)T 

U 

k ( x a ) −
(
W 

k 
)T 

U 

k ( x b ) 

)2

= 

(
W 

k 
)T 

Q 

k 
(
W 

k 
)

(16) 

ith Q 

k = 

p ∑ 

i =1 

∑ 

x a , x b ∈ C i 
( U 

k ( x a ) − U 

k ( x b ) ) ( U 

k ( x a ) − U 

k ( x b ) ) 
T 
.

We use the method based on membership function [36] to 

ombine the above two objectives (see, Eqs. (14) and (15) ), we ob- 

ain the objective function of the proposed model as follows, 

ax αλk 
1 + βλk

2 (17) 

here λk 
1 

and λk 
2 

denote the coefficient of the objectives (i) and 

ii): 

k 
1 =

max 
(
−d k 

)
−

(
−d k 

)
max 

(
−d k 

)
− min 

(
−d k 

)and λk 
2 =

max 

(
d k 

’ 
)

− d k 
’ 

max 

(
d k 

’ 
)

− min 

(
d k 

’ 
) .
5

In Eq. (17) α and β denote the weights of λk 
1 

and λk 
2 
, respec- 

ively, satisfying α, β ∈ [0 , 1] and α + β = 1 . A larger value of α (or

) demonstrates a greater importance on objective (i) (or (ii)). In 

his study, we assume that objectives (i) and (ii) have equal im- 

ortance, and thus set α= β = 0 . 5 . Notably, the values of α and 

should be determined according to practical decision problems, 

nd our model is general and applicable when setting different val- 

es of α and β . 

The values of max (−d k ) , min (−d k ) , min ( d k 
′ 
) and max ( d k 

′ 
) can 

e determined respectively by substituting the objective functions 

n the following PIS learning models ( P 1 and P 2 ). 

We consider two cases to construct the PIS learning model: 

Case A . PIS learning with unknown attribute weights. Based on 

he above, we construct our PIS learning model in a DD-LMADM 

ystem with unknown attribute weights as follows: 

 

 

 

 

max αλk 
1 + βλk

2

s.t. 

⎧ ⎪ ⎪ ⎪ ⎪⎪⎪⎪ ⎪ ⎪ ⎪ ⎪⎪⎪⎪⎪⎪ ⎪ ⎪⎪⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎩

λk 
1 = 

max ( −d k ) −( −d k ) 
max ( −d k ) −min ( −d k ) 

λk 
2 =

max

(
d k

′ )−d k
′ 

max 
(
d k 

′ )−min 
(
d k 

′ )
∑ 

x a ∈ C ki
( W 

k ) 
T 
U k ( x a ) 

# C k
i

−
∑

x b ∈ C ki + 1
( W 

k ) 
T 
U k ( x b ) 

# C k
i +1

≥ d k , i = 1 , 2 , ..., h − 1 

d k 
′ = 

(
W 

k 
)T 

Q 

k W 

k 

ε j,k t > 0 , t = 1 , 2 , ..., g j; j = 1 , 2 , ..., q
g j ∑ 

t=1

ε j,k t = 1 , j = 1 , 2 , ..., q 

0 < w 

k 
j 
< 1 , j = 1 , 2 , ..., q

q ∑ 

j=1

w 

k 
j 
= 1

here w 

k 
j 
( j = 1 , ..., q ) and ε j,k t ( t = 1 , 2 , ..., g j; j = 1 , 2 , ..., q ) ar e de- 

ision variables. This model is denoted as model P 1 . 

Case B . PIS learning with pre-established attribute weights. We 

onstruct the PIS learning model in a DD-LMADM system with pre- 
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Table 1

Summary of dataset of car information.

Dataset Decision makers #Alternatives #Attributes #Classes Distribution of classes

Car Evaluation e 1 138 6 4 55/58/10/15

e 2 138 6 4 53/51/20/14

e 3 125 6 4 51/45/15/14

e 4 129 6 4 54/47/15/13

e⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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s
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Table 2

PN S k (s 1 t ) with respect to attribute r 1 for k = 1 , 2 , 3 , 4 and t = 0 , 1 , 2 , 3 , 4 . 

PN S k (s 1 0 ) PN S k (s 1 1 ) PN S k (s 1 2 ) PN S k (s 1 3 ) PN S k (s 1 4 )

k = 1 0 0.182 0.455 0.687 1

k = 2 0 0.381 0.582 0.699 1

k = 3 0 0.134 0.364 0.676 1

k = 4 0 0.276 0.576 0.778 1
stablished attribute weights as follows: 
 

 

 

 

max αλk 
1 + βλk

2

s . t . 

⎧ ⎪ ⎪ ⎪ ⎪⎪⎪⎪ ⎪ ⎪ ⎪ ⎪⎪⎪⎨
⎪⎪⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪⎩

λk 
1 = 

max ( −d k ) −( −d k ) 
max ( −d k ) −min ( −d k ) 

λk 
2 =

max

(
d k

′ )−d k
′ 

max 
(
d k 

′ )−min 
(
d k 

′ )
∑ 

x a ∈ C ki
( W 

k ) 
T 
U k ( x a ) 

# C k
i

−
∑

x b ∈ C ki +1

( W 

k ) 
T 
U k ( x b ) 

# C k
i +1

≥ d k , i = 1 , 2 , ..., h − 1 

d k 
′ = 

(
W 

k 
)T 

Q 

k W 

k 

ε j,k t > 0 , t = 1 , 2 , ..., g j; j = 1 , 2 , ..., q
g j ∑ 

t=1

ε j,k t = 1 , j = 1 , 2 , ..., q 

here ε j,k t ( t = 1 , 2 , ..., g j; j = 1 , 2 , ..., q ) ar e decision variables. This 

odel is denoted as model P 2 . 

Since models P 1 and P 2 belong to a type of quadratic pro- 

ramming model, we can directly use some software pack- 

ges (e.g., Matlab, Cplex) to solve models P 1 and P 2 . In mod- 

ls P 1 and P 2 , based on the representation ε j,k t = P N S k (s 
j 
t ) −

 N S k (s 
j 
t−1 

) (t = 1 , 2 , ..., g j; j = 1 , 2 , ..., q ) , we can learn the PNS of

inguistic terms associated with attributes r j for decision mak- 

rs e k , i.e., { P N S k (s 
j 
0 
) , P N S k (s 

j 
1 
) , ..., P N S k (s 

j 
g j 

) } , which reflect the PIS

mong decision makers. The difference between models P 1 and P 2 
s that we learn the attribute weights from P 1 and in P 2 the at- 

ribute weights are pre-established. Moreover, in the case of at- 

ribute weights with partial information, we can add constraints 

n partial weight information to P 1 to support PIS learning. 

Furthermore, based on the PNS obtained from models P 1 or P 2 , 

he multi-attribute linguistic decision matrix L k = (l k 
i j 
) n ×q can be 

onverted into a multi-attribute numerical decision matrix V k = 

v k 
i j 
) n ×q , i.e., v k 

i j 
= P N S k (l k 

i j 
) , which can be further applied in the

election process for alternative rankings based on the classical 

ulti-attribute numerical decision making methods. 

. Case study

In this section, we illustrate the data-driven PIS learning 

ethod with two real datasets: a car evaluation dataset and a 

ouse evaluation dataset. 

.1. Car evaluation dataset 

The car evaluation database used here was derived from a 

imple hierarchical decision model originally developed for the 

emonstration of DEX [37] . The cars were evaluated linguistically 

ased on six attributes { r 1 , r 2 , ..., r 6 } . Specifically, r 1 is the buying

rice, r 2 is the price of the maintenance, r 3 is the number of doors, 

 4 is the capacity in terms of passengers, r 5 is the size of lug- 

age space, and r 6 is the estimated safety of the car. In order to 

llustrate the proposed model, in this case study we classify the 

hole dataset into four subsets randomly, each subset containing 

38, 138, 125, 129 alternatives, respectively. We assume that these 

ubsets are provided by four decision makers { e 1 , e 2 , e 3 , e 4 } , and

ach decision maker has his/her PIS. In addition, in each subset the 

ars are categorized into four classes based on their performances, 
6

enoted as C k 
1 

, C k 
2 

, C k 
3 

, and C k 
4 

( k = 1 , 2 , 3 , 4 ). For example, in the

ubset associated with e 1 , there are 55 alternatives belonging to 

lass C 1 1 , 58 alternatives belonging to C 1 2 , 10 alternatives belonging 

o C 1 
3 

, and 15 alternatives belonging to C 1 
4 

. A detailed information 

bout the car evaluation dataset is provided in Table 1 . 

The scales S j ( j = 1 , 2 , ..., 6) are used to evaluate the attributes

 j , and they are listed as follows: 

 

1 = 

{
s 1 0 = very low , s 1 1 = low , s 1 2 = medi um , s 1 3 = high , s 1 4 = very hig

 

2 = 

{
s 2 0 = very low , s 2 1 = low , s 2 2 = medi um , s 2 3 = high , s 2 4 = very hig

 

3 = 

{
s 3 0 = two , s 3 1 = three , s 3 2 = four , s 3 3 = five , s 3 4 = more than five 

}
S 4 = 

{
s 4 0 = two , s 4 1 = four , s 4 2 = more than four 

}

 

5 = { s 5 0 = smal l , s 5 1 = medium, s 5 2 = big} 

 

6 = { s 6 0 = low, s 6 1 = medium, s 6 2 = high } . 
In this study, we consider the same weight for the two objec- 

ives Eqs. (14) and ( (15) ) presented in Model P 1 and set α= β = 

 . 5 . Based on Model P 1 , we construct the data-driven PIS learning

odel for the learning datasets of car evaluation as follows, 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

max 0 . 5 λk 
1 +0 . 5 λk

2

s.t. ∑ 

x a ∈ C ki
( W 

k ) 
T 
U k ( x a ) 

# C k
i

−
∑

x b ∈ C ki +1

( W 

k ) 
T 
U k ( x b ) 

# C k
i +1

≥ d k , i = 1 , 2 , 3 

d k 
′ = 

(
W 

k 
)T 

Q 

k W 

k 

ε j,k t > 0 , t = 1 , 2 , 3 , 4 ; j = 1 , 2 , 3

ε j,k t > 0 , t = 1 , 2 ; j = 4 , 5 , 6
4 ∑ 

t=1

ε j,k t = 1 , j = 1 , 2 , 3 

2 ∑ 

t=1

ε j,k t = 1 , j = 4 , 5 , 6 

0 < w 

k 
j 
< 1 , j = 1 , 2 , ..., 6

6 ∑ 

j=1

w 

k 
j 
= 1

By solving the above model, we obtain the PNS of linguistic 

erms with respect to attributes r j ( j = 1 , 2 , ..., 6) presented in the

ataset for four decision makers e k (k = 1 , 2 , 3 , 4) (see Tables 2–7 ).

ig. 4 provides the calculated PNS associated with e k (k = 1 , 2 , 3 , 4)

raphically. 
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Fig. 4. PNS of linguistic terms for e k (k = 1 , 2 , 3 , 4) with respect to r t (t = 1 , 2 , ..., 6) . 

Table 3

PN S k (s 2 t ) with respect to attribute r 2 for k = 1 , 2 , 3 , 4 and t = 0 , 1 , 2 , 3 , 4 . 

PN S k (s 2 0 ) PN S k (s 2 1 ) PN S k (s 2 2 ) PN S k (s 2 3 ) PN S k (s 2 4 )

k = 1 0 0.254 0.611 0.79 1

k = 2 0 0.181 0.479 0.727 1

k = 3 0 0.186 0.358 0.588 1

k = 4 0 0.304 0.498 0.824 1

Table 4

with respect to attribute r 3 for k = 1 , 2 , 3 , 4 and t = 0 , 1 , 2 , 3 , 4 . 

PN S k (s 2 0 ) PN S k (s 2 1 ) PN S k (s 2 2 ) PN S k (s 2 3 ) PN S k (s 2 4 )

k = 1 0 0.271 0.727 0.876 1

k = 2 0 0.143 0.437 0.636 1

k = 3 0 0.217 0.342 0.609 1

k = 4 0 0.293 0.564 0.867 1

a  

T

Table 5

PN S k (s 4 t ) with respect to attribute r 4 for k = 1 , 2 , 3 , 4 and t = 0 , 1 , 2 . 

PN S k (s 4 0 ) PN S k (s 4 1 ) PN S k (s 4 2 )

k = 1 0 0.536 1

k = 2 0 0.703 1

k = 3 0 0.416 1

k = 4 0 0.676 1

Table 6

PN S k (s 5 t ) with respect to attribute r 5 for k = 1 , 2 , 3 , 4 and t = 0 , 1 , 2 . 

PN S k (s 5 0 ) PN S k (s 5 1 ) PN S k (s 5 2 )

k = 1 0 0.268 1

k = 2 0 0.234 1

k = 3 0 0.565 1

k = 4 0 0.413 1

o  

a

In addition, we also obtain the personalized attribute weights 

ssociated with each decision maker e k for k = 1 , 2 , 3 , 4 (see

able 8 ). 
7

From Tables 2–7 and Fig. 4 , it can be observed that the PNS 

f linguistic terms s 
j 
t with respect to attributes r j ( j = 1 , 2 , ..., 6)

re different for different decision makers, which reflects the 
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Table 7

PN S k (s 6 t ) with respect to attribute r 6 for k = 1 , 2 , 3 , 4 and t = 0 , 1 , 2 . 

PN S k (s 6 0 ) PN S k (s 6 1 ) PN S k (s 6 2 )

k = 1 0 0.675 1

k = 2 0 0.532 1

k = 3 0 0.562 1

k = 4 0 0.662 1

Table 8

Attribute weights W 

k associated with e k for k = 1 , 2 , 3 , 4 . 

w 

k
1 w 

k
2 w 

k
3 w 

k
4 w 

k
5 w 

k
6

k = 1 0.16 0.237 0.201 0.076 0.128 0.198

k = 2 0.154 0.081 0.243 0.077 0.175 0.27

k = 3 0.3 0.211 0.126 0.079 0.103 0.181

k = 4 0.166 0.117 0.109 0.096 0.184 0.327
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IS among decision makers. We take P N S k (s 5 t ) (k = 1 , 2 , 3 , 4 ; t =
 , 1 , 2) as an example, and observe that it has P N S k (s 5 

1 
) equal to

.268, 0.234, 0.565, and 0.413 for decision makers e 1 , e 2 , e 3 , and e 4 , 

espectively. The difference of the PNS reflects the PIS. In addition, 

rom Table 8 , we can see that the computed values of attribute 

eights are also distinct for different decision makers. 

.2. House evaluation dataset 

This case study analyzes house statistics in Den Bosch, a city 

ith approximately 110,0 0 0 inhabitants in the Netherlands. The 

ource of this house dataset is obtained from the reference [38] . 

here are eight attributes of these houses: district ( r 1 ), area ( r 2 ), 

umber of bedrooms ( r 3 ), type of the house ( r 4 ), volume ( r 5 ),

tories ( r 6 ), type of the garden ( r 7 ), garage ( r 8 ). The attributes 

 2 and r 5 are quantitative, and the corresponding preferences on 

hem are numerical values. We divide the dataset into four sub- 

ets randomly, which include 30, 30, 29, and 30 alternatives, re- 

pectively, and each one is associated with a decision maker e k (k ∈ 

 1 , 2 , 3 , 4 } ) . In each subset, the alternatives (i.e., houses in Den

osch) are divided into two classes, denoted as C k 
1 

and C k 
2 

( k =
 , 2 , 3 , 4 ). Specifically, there are 14 alternatives belonging to class

 

1 
1 and 16 alternatives belonging to class C 1 2 for decision maker e 1 ; 

5 alternatives belonging to class C 2 
1 

and 15 alternatives belonging 

o class C 2 
2 

for e 2 ; 14 alternatives belonging to class C 3 
1 

and 15 al-

ernatives belonging to class C 3 
2 

for e 3 ; 16 alternatives belonging to 

lass C 4 
1 

and 14 alternatives belonging to class C 4 
2 

for e 4 . Detailed 

nformation about the car evaluation dataset is provided in Table 9 . 

The scales S j ( j = 1 , 3 , 4 , 6 , 7 , 8) used to evaluate the attributes

 r 1 , r 3 , r 4 , r 6 , r 7 , r 8 } are presented as follows:

 

1 = 

{
s 1 0 = very bad , s 1 1 = bad , s 1 2 = medi um , s 1 3 = high , s 1 4 = very hig

 

3 = { s 3 0 = one , s 3 1 = two , s 3 2 = three, s 3 3 = f our, s 3 4 = f i v e, s 3 5 = six,

 

4 = 

{
s 4 0 = dormitory , s 4 1 = apartment , s 4 2 = row house , s 4 3 = corner

 

6 = { s 6 0 = bad, s 6 1 = medium, s 6 2 = good} 

 

7 = 

{
s 7 0 = very low , s 7 1 = low , s 7 2 = medi um , s 7 3 = high , s 7 4 = very hig

 

8 = { s 8 0 = no, s 8 1 = normal, s 8 2 = big} . 
The scales S 2 and S 5 for describing attributes r 2 and r 5 are nu- 

erical sets, and we use the numerical values presented in the 

ataset directly. 
8

 se v en }

e , s 4 4 = semidetached house , s 4 5 = detached house , s 4 6 = villa 
}
;

Consider the same weight of the two objectives Eqs. (14) and 

 (15) ) in Model P 1 and let α= β = 0 . 5 , we input the house evalua-

ion dataset into our data-driven PIS learning model as follows:
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1 + 0 . 5 λk
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s . t . ∑
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≥ d k 
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’ = 

(
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)T 
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k W 

k 

ε j,k t > 0 , t = 1 , 2 , 3 , 4 ; j = 1 , 7

ε j,k t > 0 , t = 1 , 2 , ..., 6 ; j = 3 , 4

ε j,k t > 0 , t = 1 , 2 ; j = 6 , 8∑ 4
t=1 ε j,k t = 1 , j = 1 , 7 ∑ 6
t=1 ε 

j,k 
t = 1 , j = 3 , 4 ∑ 2

t=1 ε 
j,k 
t = 1 , j = 6 , 8 

0 < w 

k 
i 

< 1 , i = 1 , 2 , ..., 8 ∑ 8
i =1 w 

k 
i 

= 1 

By solving the above model, we calculate the PNS of linguistic 

erms with respect to attributes r j ( j = 1 , 3 , 4 , 6 , 7 , 8) for four de-

ision makers e k (k = 1 , 2 , 3 , 4) (see Tables 10–15 ). Fig. 5 shows the

btained PNS graphically. 

From Tables 10–15 and Fig. 5 , the computed PNS values differ 

etween the decision makers, which reflects the PIS of decision 

akers. 

Table 16 lists the personalized attribute wights associated with 

ecision makers e k (k = 1 , 2 , 3 , 4) , which are distinct for different

ecision makers. 

. Comparative study

In this section, we provide a comparison between the data- 

riven PIS learning model and the existing classical methods: the 

WW based triangular membership function [ 14 , 29 , 6 ] and the 2-

uple linguistic model [14] . 

.1. A comparison index for comparing the three methods 

In the CWW model based on a triangular membership func- 

ion and the 2-tuple linguistic model, the semantics for decision 

akers are represented by triangular fuzzy numbers and linguistic 

-tuples, respectively, and we assume that in these two methods, 

he decision makers have the same semantics regarding words. 

n the CWW approach based on a triangular membership func- 

ion [ 14 , 29 , 6 ], the semantics of linguistic terms s i (i = 0 , 1 , ..., g) for

ecision makers are as follows: 

 ( s i ) = 

⎧ ⎨ 

⎩ 

(0 , 0 , 1 
g 
) , i = 0 

( i −1 
g 

, i 
g 
, i +1 

g 
) , i = 1 , 2 , ..., g − 1 

( i −1 
g 

, 1 , 1) , i = g 

In the CWW model based on a 2-tuple linguistic model [14] , 

he semantics for linguistic terms s i for decision makers are set as 
−1 (s i ) = 

i 
g for i = 0 , 1 , ..., g, that is { 0 , 1 g , 

2 
g , ...., 1 } .

To carry out the comparison, our goal is to provide an index 

hat can compare the three methods: the CWW model based on 
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Table 9

Summary of dataset of house information in Den Bosch.

Dataset Decision makers #Alternatives #Attributes #Classes Distribution of classes

House evaluation

in Den Bosch

e 1 30 8 2 14/16

e 2 30 8 2 15/15

e 3 29 8 2 14/15

e 4 30 8 2 16/14

Fig. 5. PNS of linguistic terms with respect to r t (t = 1 , 3 , 4 , 6 , 7 , 8) for e k (k = 1 , 2 , 3 , 4) . 

Table 10

PN S k (s 1 t ) with respect to attribute r 1 for k = 1 , 2 , 3 , 4 and t = 0 , 1 , 2 , 3 , 4 . 

PN S k (s 1 0 ) PN S k (s 1 1 ) PN S k (s 1 2 ) PN S k (s 1 3 ) PN S k (s 1 4 )

k = 1 0 0.1683 0.4822 0.7395 1

k = 2 0 0.1987 0.4012 0.611 1

k = 3 0 0.2571 0.4883 0.6024 1

k = 4 0 0.2373 0.3716 0.7523 1

a

2

i

m

v

 

o

p i 
9

 triangular membership function, the CWW model based on a 

-tuple linguistic model, and our proposed data-driven PIS learn- 

ng model. To realize this idea, we propose a comparison index to 

easure the inconsistency/error between the alternatives’ output 

alues and their respective classes. 

Let C k = { C k 
1 
, ..., C k 

h
} with C k 

i 

 C k 

i +1 
for i = 1 , 2 , ..., h − 1 be a set

f alternative classes. According to Eq. (7) , let F k ( x i ) be the com- 

rehensive evaluation value of alternative x associated with deci- 
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Table 11

PN S k (s 3 t ) with respect to attribute r 3 for k = 1 , 2 , 3 , 4 and t = 0 , 1 , 2 , 3 , 4 , 5 , 6 . 

PN S k (s 3 0 ) PN S k (s 3 1 ) PN S k (s 3 2 ) PN S k (s 3 3 ) PN S k (s 3 4 ) PN S k (s 3 5 ) PN S k (s 3 6 )

k = 1 0 0.2057 0.3163 0.4701 0.5873 0.7299 1

k = 2 0 0.1097 0.3263 0.572 0.6866 0.8452 1

k = 3 0 0.1503 0.2625 0.5285 0.6311 0.7447 1

k = 4 0 0.1398 0.3335 0.5367 0.6601 0.8339 1

Table 12

PN S k (s 4 t ) with respect to attribute r 4 for k = 1 , 2 , 3 , 4 and t = 0 , 1 , 2 , 3 , 4 , 5 , 6 . 

PN S k (s 4 0 ) PN S k (s 4 1 ) PN S k (s 4 2 ) PN S k (s 4 3 ) PN S k (s 4 4 ) PN S k (s 4 5 ) PN S k (s 4 6 )

k = 1 0 0.2413 0.4505 0.6238 0.8073 0.9142 1

k = 2 0 0.0805 0.2783 0.4331 0.7017 0.7983 1

k = 3 0 0.097 0.3441 0.5856 0.7819 0.8898 1

k = 4 0 0.0988 0.3335 0.4513 0.7391 0.9044 1

Table 13

PN S k (s 6 t ) with respect to attribute r 6 for k = 1 , 2 , 3 , 4 and t = 0 , 1 , 2 . 

PN S k (s 6 0 ) PN S k (s 6 1 ) PN S k (s 6 2 )

k = 1 0 0.3237 1

k = 2 0 0.3619 1

k = 3 0 0.5454 1

k = 4 0 0.5307 1

Table 14

PN S k (s 7 t ) with respect to attribute r 7 for k = 1 , 2 , 3 , 4 and t = 0 , 1 , 2 , 3 , 4 . 

PN S k (s 7 0 ) PN S k (s 7 1 ) PN S k (s 7 2 ) PN S k (s 7 3 ) PN S k (s 2 4 )

k = 1 0 0.2983 0.4737 0.7332 1

k = 2 0 0.2326 0.5123 0.6416 1

k = 3 0 0.3193 0.5551 0.7383 1

k = 4 0 0.1595 0.4623 0.7984 1

Table 15

PN S k (s 8 t ) with respect to attribute r 8 for k = 1 , 2 , 3 , 4 and t = 0 , 1 , 2 . 

PN S k (s 8 0 ) PN S k (s 8 1 ) PN S k (s 8 2 )

k = 1 0 0.7252 1

k = 2 0 0.6264 1

k = 3 0 0.6151 1

k = 4 0 0.4537 1
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ion maker e k , where 

 

k ( x i ) = 

q ∑ 

j=1

w 

k 
j × f (l k i j ) (18) 

ith f (l k 
i j 
) representing the semantics of the element l k 

i j 
. That is, 

n our proposed model and in the CWW model based on triangu- 

ar membership function and the 2-tuple linguistic model, we have 

f (l k 
i j 
) equal to P N S k (l k 

i j 
) , A (l k 

i j 
) , and �−1 (l k 

i j 
) , respectively. 

For the classes C k 
i 


 C k 
i +1 

in C k , the comprehensive value of the 

lternatives in class C k 
i 

should be larger than that in class C k 
i +1 

, i.e.,

 

k ( x a ) ≥ F k ( x b ) for x a ∈ C k 
i 

and x b ∈ C k 
i +1 

, but if F k ( x a ) < F k ( x b ) , it

ndicates an inconsistency between the comprehensive values of 

lternatives x a and x b and their classes C k 
i 

and C k 
i +1 

. 
Table 16

Attribute weights W 

k associated with e k for k = 1 , 2 , 3 , 4 . 

w 

k
1 w 

k
2 w 

k
3 w 

k
4

k = 1 0.1075 0.2077 0.0839 0.2286

k = 2 0.1091 0.2202 0.0741 0.1896

k = 3 0.071 0.082 0.1921 0.2127

k = 4 0.0837 0.1574 0.129 0.1946

10
To complete a comparison between triangular membership 

alues, we use the method proposed in [30] : let the mean of 

 ( s a ) be μ(A ( s a )) = 

1 
3 (l( s a ) + m ( s a ) + n ( s a )) and the standard

eviation σ (A ( s a )) = 

1 
18 ( l 

2 ( s a ) + m 

2 ( s a ) + n 2 ( s a ) − l( s a ) m ( s a ) −
( s a ) n ( s a ) − m ( s a ) n ( s a )) , using the coefficient of variation

 CV ) index to compare triangular fuzzy numbers, we have 

V (A ( s a )) = 

σ (A ( s a )) | μ(A ( s a )) | with μ 	 = 0 and σ > 0 and the triangu- 

ar fuzzy number with smaller value is ranked higher. Here, 

 ( s a ) > A ( s b ) , if CV (A ( s a )) < CV (A ( s b )) . 

From both F k and C k , we can obtain the comparison results be- 

ween alternatives and estimate whether one alternative is supe- 

ior or inferior to another, both being associated with the same 

ecision maker e k ; thus, the error/inconsistency between the alter- 

ative performance reflected from F k and C k should be as small as 

ossible. We use the following comparison index: 

 I( F k , C k ) = 

1 ∑ 

i< j

# C k 
i 

· # C k
j

∑ 

i< j 

∑ 

( x q , x l ) ∈ C k i 
×C k

j

S( x q , x l ) (19) 

here S ( x q , x l ) = 

{
1 , if F k ( x q ) < F k ( x l ) 

0 , othe rwise 
(20) 

.2. Comparative analysis 

By solving Eq. (19) with the car evaluation dataset and house 

valuation dataset described in Section 5 , we obtain the value of 

 I( F k , C k ) , and we consider this as the comparison index for the

bove three methods. The smaller the value of C I( F k , C k ) , the better

he performance of the model. 

Tables 17 and 18 present the values of C I( F k , C k )(k = 1 , 2 , 3 , 4)

or the three different methods based on the two datasets, re- 

pectively. Fig. 6 is a graphical representation of the values of 

 I( F k , C k )(k = 1 , 2 , 3 , 4) . 

The following observations can be drawn from Tables 17 and 

8 and Fig. 6: by comparing the obtained values C I( F k , C k )(k =
 , 2 , 3 , 4) , we can see that the error/inconsistency between the

omprehensive values of alternatives and their associated classes 

y using our proposed data-driven PIS learning model is much 

maller than other two methods without implementing PIS, which 
w 

k
5 w 

k
6 w 

k
7 w 

k
8

0.13 0.0589 0.0704 0.113

0.0632 0.1387 0.0645 0.1405

0.1079 0.1785 0.0663 0.0895

0.1083 0.1994 0.0621 0.0655
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Table 17

Values of C I( F k , C k )(k = 1 , 2 , 3 , 4) based on car evaluation dataset. 

C I( F 1 , C 1 ) C I( F 2 , C 2 ) C I( F 3 , C 3 ) C I( F 4 , C 4 )

Method based on triangular fuzzy numbers 0.5195 0.4961 0.4363 0.4524

Method based on linguistic 2-tuples 0.1523 0.1952 0.1186 0.0849

Data-driven PIS learning model 0.0807 0.0854 0.0244 0.0454

Table 18

Values of C I( F k , C k )(k = 1 , 2 , 3 , 4) based on house evaluation dataset. 

C I( F 1 , C 1 ) C I( F 2 , C 2 ) C I( F 3 , C 3 ) C I( F 4 , C 4 )

Method based on triangular fuzzy numbers 0.0792 0.0472 0.0589 0.0686

Method based on linguistic 2-tuples 0.0095 0.0183 0.0137 0.0061

Data-driven PIS learning model 0.0073 0.0056 0.0048 0.0017

Fig. 6. Values of C I( F k , C k )(k = 1 , 2 , 3 , 4) based on car evaluation dataset and house evaluation dataset, respectively. 
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ndicates that the implementation of PIS can improve the com- 

atibility of computed values of alternatives and their classes in 

MADM. 

. Conclusions

In this study, considering the fact that words mean different 

hings to different people, we propose a PIS learning method for 

D-LMADM based on multi-attribute linguistic information and in- 

ormation on the classification of alternatives. The proposed model 

tarts with a PIS multi-attribute learning function to provide a gen- 

ral computation form for evaluating the comprehensive values of 

lternatives in LMADM models; based on this function, we pro- 

ose a data-driven PIS learning model that considers the distinct 

inguistic term sets and the unknown weights associated with the 

riteria to calculate the PNS of linguistic terms for decision makers. 

The practical examples with car evaluation datasets and house 

valuation datasets illustrate the applicability of the proposed 

ata-driven PIS learning approach. Furthermore, we compare our 

pproach with the existing CWW methods based on a triangular 

embership function and a 2-tuple linguistic model in terms of 

he inconsistency between the calculated preference values of al- 

ernatives and their class assignment. 

Real world decision-making problems usually take place in 

omplex environments [ 39 , 40 , 34 ], such as large-scale social net-

orks, involving heterogenous linguistic preferences and flexible 

inguistic expressions. In future research, it would be an interest- 

ng direction to study data-driven PIS learning models in complex 

inguistic decision-making environments. In this study, we assume 

hat the set of classification labels are same to each decision maker 

n DD-LMADM, and this situation is common in some practical de- 

ision problems (e.g., Tripadvisor.com). It will be an interesting fu- 

ure research to introduce personalized classification labels in DD- 

MADM. 
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