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ABSTRACT
Demand for transmission using short block length messages has been increased recently in appli-
cations including satellite communication, mobile communication, wireless sensor networks, and
machine type communications. Unacceptable performance degradation associated with the short
block length Turbo codes restricted its use for applications requiring communication with short
block length codewords. A novel performance improved reliability-based decoding algorithm for
short block length Turbo codes has been formulated and proposed by the authors. The proposed
algorithm has a coding gain of 2.45 dB at a BER of 10−3 over AWGN channel with BPSK modulation
for a code rate of 1

4 . The algorithm has a channel adaptive complexity and has shown nearly 82%
reduction in the decoding time complexity for the rate 1

4 Turbo code at 3 dB SNR. As an extension
of this earlier work, a detailed performance analysis of the algorithm on different Turbo codes has
been carried out. A four-state Turbo encoder has been used to bring out the key aspects of the level
based algorithm which is driven by reliability as the key parameter. The formulated algorithm has
been applied to different Turbo encoder structures namely 3GPP LTE and CCSDS Turbo codes and
a detailed analysis has been carried out in this paper. Simulation results show a significant improve-
ment in the error correction performance of short block length Turbo codes. The algorithmalso leads
to a marked improvement in time complexity at high SNRs. The algorithm is an attractive solution
for applications requiring communication with short block lengths.

KEYWORDS
Bit error rate; Check equation
(CE); Decoding; Performance
analysis; Reliability; Turbo
codes

1. INTRODUCTION

Achieving optimal error correction capability and com-
putational complexity is one of the major challenges in
wireless communication. Turbo codes have shown near
Shannon capacity approaching performance for longer
codeword lengths [1,2]. Iterative Turbo decoder which
uses MAP or its variants like Log-MAP or Max-Log-
MAP as the constituent decoder performs a fixed num-
ber of iterations irrespective of the channel conditions
and information block size [3]. The BER performance
of Turbo codes flattens in moderate to high SNR regions
and the same does not improve even with a large number
of iterations. This phenomenon is called as “error floor”
[4]. Applications like satellite uplink, real-time com-
munication, machine to machine communication, and
mobile communication require transmission with short
block length Turbo codes [5,6]. The capacity approach-
ing Turbo codes fail to offer acceptable performance
when dealing with short block length codewords due
to the high error floor and unacceptable coding gain
degradation [7,8]. Dynamic channel conditions intro-
duce varying levels of errors during the transmission.

The number of errors introduced also varies according to
the channel conditions and hence it is necessary to vary
the error correction level accordingly, rather than pro-
viding a constant level of error correction at all channel
conditions.

Emergent applications requiring communication of data
with short units have increased the interest in short to
medium block length Turbo codes [9–13]. Transmission
over the telecommand links for satellite communica-
tion requires data typically in the range of 100 bits [14].
Ultra-low latency and ultra-reliability are the two strin-
gent requirements of future cellular communications.
Low latency requirements necessitate the use of short
block length codes in wireless communication. Capac-
ity approaching channel codes are designed to meet
the requirement of longer information frame size [15].
Iterative Turbo decoders are not suitable in such sce-
narios and the design of short block length decoding
algorithm with optimum performance in terms of error
correction and computational complexity is still an open
problem.
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Efforts to improve the performance of short block
length Turbo codes have been reported in litera-
ture. Reliability-based soft-decision decoding methods
reported in literature have shown coding gain improve-
ment for short to moderate length codewords [16].
Reliability value of a received bit indicates its cer-
tainty and hence decoding with reliability information
gives improved error correction performance. Most of
the reliability-based Turbo decoders take advantage of
ordered statistics decoding (OSD) algorithm along with
the iterative process [6,7,17,18]. The methods reported
in literature have considered LLR values of each bit as
reliability information. Once the iterative process is com-
pleted, reliability-based decoder performs OSD or flip
and check, or CRC check [4,6,19,20]. This results in addi-
tional computational complexity and decoding delay.
None of the reported methods guarantee the complete
elimination of error floor at high SNRs. Thus iterative
reliability-based Turbo decoder is not suitable for appli-
cations involving short block length Turbo codes.

A novel performance-enhanced reliability-based decod-
ing algorithm for short block length Turbo codes has
been proposed recently [21]. The method shows sig-
nificant performance enhancement in terms of error
correction and channel adaptive complexity for short
block length Turbo codes. The performance-enhanced
algorithm makes use of the encoder structure and the
reliability information available at the output of the
demodulator. An equation called “Check Equation (CE)”
– derived from the encoder structure forms the heart
of the decoding algorithm. The decoding algorithm is
a level based algorithm; starting with the hard decoded
sequence, the algorithm progressively forms the most
likely erroneous branches. At every level, it retains only
the most probable error combinations from the set of all
possible error combinations.

Turbo encoder with 3GPP LTE and CCSDS specifi-
cations have been considered for most of the wire-
less communication applications. The efficiency of
the performance-enhanced reliability-based decoding
algorithm has been brought out using 3GPP LTE and
CCSDS Turbo encoder configurations. To facilitate the
performance analysis – in terms of error correction and
decoding complexity – of the algorithm with differ-
ent Turbo codes, a unique CE corresponding to each
Turbo encoder is derived in this paper. Simulation results
have shown significant improvement in error correc-
tion performance with an acceptable decoding complex-
ity. The paper is organized as follows: Section 2 gives
the brief outline of the novel performance-enhanced
reliability-based decoding algorithm. Section 3 deals

with the formulation of CE and level based decod-
ing with 3GPP LTE and CCSDS Turbo codes. Results
are presented in Section 4, followed by conclusions in
Section 5.

2. PERFORMANCE ENHANCED RELIABILITY
BASED DECODING ALGORITHM FOR SHORT
BLOCK LENGTH TURBO CODES

The concept of novel performance-enhanced reliability-
based decoding algorithm for short block length Turbo
codes has been proposed recently [21]. The basic algo-
rithmic formulation that has been established can be
applied on different Turbo codes. The decoder selects the
most probable solution candidate from the set of all pos-
sible solution candidates. The decoding process is driven
by the unique CE associated with each Turbo code and
the corresponding reliability values. Reliability value of
each received bit is computed as cumulative distribution
function (CDF) of normal distribution by making use of
the received amplitude and noise variance noise variance
(σ 2) [22]. Once the reliability information is calculated,
the updation process for received systematic bits is per-
formed. The reduced reliability value – called Reliability
Reduction Factor (RRF) as given byEquation (1) – is used
in the decoding process.

RRF = 1 − Reliability value
Reliability value

(1)

The CE – of Turbo codes – derived from the encoder
structure uses a set of systematic andparity bits and forms
the crux of the algorithm. CE formulation, for a specific –
four state Turbo encoder with generator matrix G(D) =[
1, 1+D2

1+D+D2

]
as shown Figure 1, has been brought out

in this section and the same procedure can be extended
to derive CE associated with 3GPP LTE and CCSDS
Turbo codes; the detailed description for the 3GPP LTE
and CCSDS Turbo codes is presented in subsequent
sections.

At jth time instant, the systematic output and parity out-
put, of the constituent encoder as shown in Figure 1 are
characterized by Equations (2) and (3),

uj = a0j + a1j + a2j (2)

vj = a0j + a2j (3)

Combining Equations (2) and (3),

uj + vj = a1j (4)
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Figure 1: Four-state Turbo encoder [14]

At (j−1)th instant Equation (4) can be written as

uj−1 + vj−1 = a1j−1

= a2j (5)

Since, a1j−1 = a2j

Similarly, at (j+ 1)th instant Equation (4) can be written
as

uj+1 + vj+1 = a1j+1

= a0j (6)

Combining Equations (4), (5) and (6),

uj+1 + vj+1 + uj + vj + uj−1 + vj−1 = a0j + a2j + a1j

and hence,

a1j = uj+1 + vj+1 + uj + uj−1 + vj−1 (7)

From a1j the rest of the state information can be derived
as follows,

a0j = uj+2 + vj+2 + uj+1 + uj + vj (8)

a2j = uj + vj + uj−1 + uj−2 + vj−2 (9)

Equation (3) can be rewritten as

vj + a0j + a2j = 0 (10)

Substituting a0j, and a2j in Equation (10) yields,

uj−2 + vj−2 + uj−1 + vj + uj+1 + vj+2 + uj+2 = 0 (11)

Equation (11) represents the CE corresponding to the
Turbo encoder shown in Figure 1. It is clear from

Equation (11) that the CE[j] depends on (u, v) values
from the (j−2)nd time instant to (j+ 2)nd time instant.
CE is defined for any (u, v) values in the range {2, j−2}.
(N−4) CEs – CE[2] to CE[N−3] are possible for anN bit
information sequence. CE at any jth instant is associated
with a set of error/error patterns and the correspond-
ing affected CE list. The reduced error/error patterns –
consisting of single, double and triple error/error pat-
terns – that totals to 5, and the associated affected CEs
for the four-state Turbo encoder is shown in Figure 2.
Each branch represents the error/error patterns and the
corresponding affected CEs of CE[j−2].

Equation (11) shows that the CE[j] depends on a
sequence of (u, v) values for (j−2)nd to (j+ 2)nd time
instant. In order to cover and correct all (u,v) values at
the receiver side, it is necessary to prepend and append
4 zeros to the information message bits. The addition of
zeros makes the total length as “N+ 8” bits for an infor-
mation bit sequence of length “N”. In short “N+ 4”CEs –
(CE[2] toCE[N+ 5]) – are possiblewith “N+ 8” bits; this
is necessary to correct all errors in the received codeword.
The modified list becoming empty or the leading CE
entry in the modified list becoming greater than (N+ 5)
are the conditions for the solution candidate. The 12 bits
(initial 4 (u, v) bits and final 4 u bits) are known at the
receiver side and that results in fixing the corresponding
RRF values as zero.

Once the updation process is completed, CEs for the
entire sequence is formulated from the hard decision bits
of received values. The indices of CEs with non-zero
value lead to the formation of initial CE list. Once the
initial list of CEs is formed, the leading entry formulates
the entire error/error patterns. The modified list corre-
sponding to each branch forms the input to the next level
with associated cumulative RRF. At level-0, 5 branches
are formulated and the leading entry of each retained
modified list formulates error/error patterns in the next
level. Amaximumof 5×5 branches are possible at level-1.
The schematic diagram of the level based decoding pro-
cess is shown in Figure 3. In a level, the empty modified

Figure 2: Error combinationandaffectedCEsdetails for four state
Turbo encoder
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Figure 3: Outline of level-based decoding process

lists or primary entry in the modified list greater than
the extreme CE index possible with the received data
will be considered as a candidate solution. If any solu-
tion candidate occurs in further levels with RRF greater
than the previous solution candidate, the previous entry
is replaced with the new one, else the previous entry is
retained as such. At each level, the algorithm processes all
the generated error patterns and only the most probable
ones are retained at each level by eliminating the branches
as follows:

• Eliminate all branches with RRF value less than solu-
tion candidate’s RRF if any.

• Eliminate all branches with RRF value as zero.
• If more than one branch with the same modified list

occurs in any level, retain the one with highest RRF
value.

• At each level, based on the RRF value, arrange
error/error patterns in descending order and retain
only first 25/50/75/100 branches as input to the next
level.

Processing and elimination of branches, checking for
the solution candidate are performed at each level. The

decoding process continues to the next level with the
retained branches or stops if all the branches get elimi-
nated. The path through the levels of the solution candi-
date give the indices of the erroneous bits. The decoding
process is completed by inverting the bits in the positions
indicated by the solution candidate.

Performance of the level based decoding algorithm has
been analyzed for rate 1

4 Turbo codes. The level-based
decoding algorithm opens up different alternatives with
judicious use of the two encoders resulting in differ-
ent possibilities of continuing the algorithm. Specifically
the sequences {u1, v1} and {u2, v2} can be selectively
retained/removed and the retained ones used in suitable
combinations. These combinations are each character-
ized by its own code rate.

Further, a low complex approach to decoding, that incor-
porates puncturing to enhance the code rate has also
been addressed in [21]. The punctured low complex
method helps to converge the decoding process quickly
by processing the first half of both received {u1, v1} and
{u2, v2} values separately and results in the reduction
of the total number of branches generated. In order to
split the received information properly and decode sep-
arately, reverse ordering of input information is used at
the encoder. The first constituent encoder processes the
information in the original order and the second con-
stituent encoder processes the information in the reverse
order. At the receiver side, received word is decoded sep-
arately for the first half of both {u1, v1} and {u2, v2} data
after updation. The solution candidate obtained from the
{u2, v2} pair is deinterleaved and appended with the solu-
tion candidate from the {u1, v1} pair to form the complete
solution candidate. Here, only the first halves of both
{u,v}pair are used for decoding purpose; only the first
halves of the parity bit sets are required to be transmit-
ted. This process helps to increase the overall code rate of
the Turbo codes.

The efficiency of the level based decoding algorithmwith
different code rates and punctured low complex method
by decoding a rate 1

3 punctured Turbo code has been
brought out through simulation analysis [21].

The mathematical derivations to formulate the unique
CE associated with different Turbo encoder struc-
tures and level based decoding using the unique
CE forms the central idea of this paper. This has
been carried out with 3GPP LTE and CCSDS Turbo
encoders and extensive performance analysis has been
done; the details are presented in the forthcoming
sections.
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3. FORMULATIONOF CE AND LEVEL BASED
DECODINGWITH 3GPP LTE AND CCSDS
TURBO CODES

With the CE being derived based on the generator poly-
nomial, it varies with the encoder structure. Hence the
level based decoding algorithm necessitates the formu-
lation of CEs corresponding to the encoder structure.
The CE influences the error patterns and it effectively
defines the performance in terms of error correction and
computational complexity of the Turbo codes.

3.1 3GPP LTE Turbo Codes

The generator polynomial for the 3GPP LTETurbo codes
is

[
1, 1+D+D3

1+D2+D3

]
and the Turbo encoder for the same is

shown in Figure 4.

Figure 4 represents the 8 state LTE Turbo code; at
jth instant the systematic output – uj and parity out-
put – vj of the constituent encoder are characterized by
Equations (12) and (13),

uj = a0j + a2j + a3j (12)

vj = a0j + a1j + a3j (13)

Combining Equations (12) and (13),

uj + vj = a1j + a2j (14)

At (j−1)th instant, Equation (14) can be written as

uj−1 + vj−1 = a1j−1 + a2j−1

= a2j + a3j (15)

since, a1j−1 = a2j, a2j−1 = a3j.

Figure 4: LTE Turbo code [20]

Similarly at (j+ 1)th instant, Equation (14) can bewritten
as

uj+1 + vj+1 = a0j + a1j (16)

Combining Equations (14), (15) and (16):

uj+1 + vj+1 + uj + vj + uj−1 + vj−1 = a0j + a3j
= a1j + vj

and hence,

a1j = uj+1 + vj+1 + uj + uj−1 + vj−1 (17)

From a1j the rest of the state information can be derived
as follows,

a0j = uj+2 + vj+2 + uj+1 + uj + vj (18)

a2j = uj + vj + uj−1 + uj−2 + vj−2 (19)

a3j = uj−1 + vj−1 + uj−2 + uj−3 + vj−3 (20)

Equation (13) can be rewritten as

vj + a0j + a1j + a3j = 0 (21)

substituting a0j, a1j and a3j in Equation (21),

uj−3 + vj−3 + uj−2 + vj+1 + vj+2 + uj+2 = 0 (22)

Equation (22) is the CE corresponding to the LTE Turbo
code.

It represents the constituent encoder in Figure 4 and
has to satisfy for all j values. It is clear from Equation
(22) that the CE[j] depends on (u,v) values from the
(j−3)rd time instant to (j+ 2)nd time instant. An N bit
information sequence will have (N−5) CEs – CE [3] to
CE[(N−1)−2]. If a bit uj is in error, it will affect the CEs,
{CE[j−2], CE[j+ 2], CE[j+ 3]}. If a bit vj is in error,
it will affect CEs, {CE[j−2],CE[j−1],CE[j+ 3]}. Simi-
larly the erroneous bits uj−1 and vj−1 affects the CEs,
{CE[j−2], CE[j+ 1]}. In this way, a total of 17 correctable
error/error patterns and corresponding affected CEs are
possible. The decoding process makes use of only sin-
gle, double and triple error/error patterns. The details
of the reduced error/error patterns that total to 5, and
the affected CEs, each initiated at CE[j−2], are given in
Figure 5. Each branch represents the error/error patterns
and the corresponding affected CEs.

Equation (22) shows that CE[j] depends on a series of
(u,v) values. In order to cover and correct all (u,v) values
at the receiver side, it is necessary to prepend and append
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Figure 5: Error combination and affected CEs for LTE Turbo codes

5 zeros with themessage bits. This results in a total length
of “N+ 10” bits for an information sequence of length
“N”. In short, “N+ 5” CEs – (CE[3] to CE[N+ 7]) –
are possible with “N+ 10” bits. It is possible to correct
all errors with “N+ 5” CEs. The modified list becoming
empty or the leadingCE entry in themodified list becom-
ing greater than (N+ 7) are the conditions for identifying
the solution candidate. The 15 bits (initial five (u, v) bits
and final five u bits) are known at the receiver side and
that results in fixing the corresponding RRF values as
zeros. Cumulative RRF value is calculated at each level for
facilitating the selection of the solution candidate. Error
patterns corresponding to zero RRFwill never contribute
to the solution candidate.

Once the initial list of CEs is obtained, formulation of
all the 5 error/error patterns at level-0 is performed with
the leading entry. The modified list with the associated
cumulative RRF corresponding to each branch forms the
input to the next level. At level-1, there are a total of
5×5 branches possible and, each retained branch with
the modified list and cumulative RRF at level-1 forms
the input to the next level. The process of branch elim-
ination and checking for the solution candidate are exe-
cuted in each level. The decoding process continues with
the retained branches until the most probable solution
candidate is obtained.

3.2 Consultative Committee for Space Data
Systems (CCSDS) Turbo Codes

The generator polynomial for theCCSDS standardTurbo
code is,G(D) =

[
1, 1+D+D3+D4

1+D3+D4

]
and the Turbo encoder

for the same is shown in Figure 6. Figure 6 represents
16 state CCSDS Turbo code; at jth instant the systematic
output and parity output of the constituent encoder are
characterized by Equations (23) and (24),

uj = a0j + a3j + a4j (23)

vj = a0j + a1j + a3j + a4j (24)

Figure 6: CCSDS Turbo code

Proceeding in the same lines as for the 3GPP LTE case
above yields the CE in Equation (25);

uj−2 + vj−2 + uj−1 + vj−1 + + uj + vj
+ uj+1 + uj+3 + vj+4 + uj+5 + vj+5 = 0 (25)

Equation (25) represents the CE of the CCSDS Turbo
codes. The CE depends on (u,v) values from the (j−2)nd
time instant to (j+ 5)th time instant. The CE is appli-
cable for any (u,v) values in the range {2, j−5}. (N−7)
CEs – CE[2] to CE[N−6] – are possible for an infor-
mation sequence of N bits. The erroneous reception
of single bit “uj” affects the CEs, {(CE[j−5], CE[j−3],
CE[j−1], CE[j], CE[j+ 1], CE[j+ 2])}. Similarly if vj is
in error, it will reflect in CEs, {CE[j−5],CE[j−4], CE[j],
CE[j+ 1], CE[j+ 2]}. The erroneous reception of dou-
ble errors (bits) uj−1 and vj−1 affects the CEs,{CE[j – 5],
CE[j−4], CE[j−2]}. Following in the same manner, we
will get a total of 30 correctable error combinations and
the corresponding affected CEs all starting with CE[j−5].
These include error patterns varying from single error
to five error combinations. The reduced set consisting
of single, double and triple error/error patterns totaling
to five error combinations and the affected CEs starting
with CE[j−5] are given in Figure 7. Each branch rep-
resents the error/error patterns and the corresponding
affected CEs.

Figure 7: Error combination and affected CEs details for CCSDS
Turbo codes
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TheCE inEquation (25) clearly shows thatCE[j] depends
on a series of (u, v) values. To cover and correct all infor-
mation bits, it is necessary to prepend and append 7
zeros to the original information bits since CE[j] depends
on the (u, v) values from the (j−2)nd time instant to
(j+ 5)th time instant. This process results in a total length
of “N+ 14” bits for an information sequence of length
“N” bits. In short “N+ 7” CEs – (CE[2] to CE[N+ 8])
– can correct all errors in the information bits; hence the
modified list becoming empty or the leading CE entry in
the modified list becoming greater than (N+ 8) are the
conditions for the solution candidate. The 21 bits (initial
14 (u, v) bits and final 7 u bits) are known at the receiver
side and that results in fixing the respective RRF values
as zero. Cumulative RRF value is calculated at each level
for facilitating the selection the solution candidate. The
RRF patterns corresponding to the zero RRF will never
contribute to the error patterns in the received data.

Once the initial list of CEs is formed with the leading
entry, all the 5 error/error patterns at level 0 are formu-
lated. The modified list corresponding to each branch
forms the input to the next level with associated cumula-
tive RRF at level-1. The leading entry of eachmodified list
from level-0 generates the corresponding 5-error/error
patterns and results in a total of 5×5 branches at level-1.
Modified list and cumulative RRF corresponding to the
retained branches at level-1 form input to the next level.
Elimination of branches and checking for the solution
candidate is performed at each level. The decoding pro-
cess at each level continues until the solution candidate is
obtained.

4. RESULTS

Performance analysis of the algorithm with a four-state
Turbo encoder as shown in Figure 2 has been done and
the same analysis is extended to applications including
3GPP LTE and CCSDS specifications to establish the effi-
ciency of the algorithm. Initially, simulationswere carried
out using a message length of 100 bits along with the
corresponding prepended and appended zeros; the mes-
sage sequence is encoded with a rate 1

4 four state Turbo
encoder as shown in Figure 2. The resulting codeword
comprises of systematic and parity outputs u1, u2 and
v1, v2 respectively. Codewords are subjected to the pro-
cess of transmission through AWGN channel with BPSK
modulation. The received noisy codeword is decoded
using the level based algorithm for short block length
Turbo codes. Performance of the algorithm is compared
with the conventional iterative Turbo decoder using Log-
MAP algorithm for a message length of 100 bits and for a
maximum iteration number of 15.

Figure 8: BER performance of the conventional Log-MAP based
Turbo decoder and the performance enhanced reliability-based
Turbo decoding algorithm with four state Turbo encoder specifi-
cations (message block length, k = 100 bits, random interleaver,
100 frames)

Figure 8 shows the BER performance of the conven-
tional Log-MAP-based Turbo decoder and the level
based Turbo decoding algorithm with four state Turbo
encoder. The number of branches retained at each level
and given as input to the next level is restricted to 50.

It is evident from the figure that the level based decod-
ing algorithm for short block lengthTurbo codes achieves
significant improvement in error correction performance
as compared to the conventional Log-MAP based Turbo

Figure 9: Decoding time complexity comparison of the con-
ventional Log-MAP based Turbo decoder and the performance
enhanced reliability-based Turbo decoding algorithm with
four state Turbo encoder specifications (message block length,
k = 100 bits, random interleaver, 100 frames)
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decoder. It can be seen that for SNR values greater than
2 dB, the BER remains at zero.

Figure 9 shows the decoding time comparison of
the Turbo decoder using the level based algorithm
and the conventional Log-MAP based Turbo decoding
algorithm. It is clear from the figure that the decod-
ing time of the conventional Log-MAP based Turbo
decoder is constant at all channel conditions. As SNR
increases, the time complexity of the performance-
enhanced reliability-based Turbo decoder decreases. As
the channel conditions become good, the received data is

Figure 10: Decoding time complexity of the performance-
enhanced reliability-based algorithm with 50 branches and 75
branches for four state Turbo encoder (message block length,
k = 100 bits, random interleaver, 100 frames)

Figure 11: Decoding time complexity of the performance-
enhanced reliability-based algorithm with 50 branches and 75
branches for four state Turbo encoder (message block length,
k = 100 bits, random interleaver, 100 frames)

prone to less number of errors and hence fewer levels are
required to identify the error positions.

Further improvement in the BER performance can be
achieved by increasing the number of branches at each
level. The improvement achieved with 75 branches is
shown in Figure 10. This improvement inBER is achieved
at the cost of increased computational complexity as
shown in Figure 11.

Secondly, simulations were carried out using a mes-
sage length of 100 bits along with the corresponding

Figure 12: BER performance of the conventional Log-MAP based
Turbo decoder and the performance enhanced reliability-based
Turbo decoding algorithmwith LTE specifications (message block
length, k = 100 bits, random interleaver, 100 frames)

Figure 13: Decoding time complexity comparison of the conven-
tional Log-MAP based Turbo decoder and performance enhanced
reliability-based Turbodecoding algorithmwith LTE specifications
(message block length, k = 100 bits, random interleaver, 100
frames)
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prepended and appended zeros. The message sequence
is encoded with a rate 1

4 3GPP LTE Turbo encoder as
shown in Figure 4. Error correction performance and
decoding time complexity of the algorithm with 3GPP
LTE specifications are shown in Figures 12 and 13.

Application of the decoding algorithm in 3GPP LTE
Turbo codes have shown significant error correction per-
formance improvement as compared to the conventional
iterative 3GPP LTE Turbo decoder. The performance
of the decoding algorithm can be further improved by
increasing the number of retained branches to 75 at each

Figure 14: BER performance of the performance-enhanced
reliability-based algorithm with 50 branches and 75 branches for
LTE specifications (message block length, k = 100 bits, random
interleaver, 100 frames)

Figure 15: Decoding time complexity of the performance-
enhanced reliability-based algorithm with 50 branches and 75
branches for LTE specifications (message block length, k = 100
bits, random interleaver, 100 frames)

level as shown in Figure 14. The associated complexity
increases correspondingly as shown in Figure 15.

Further, to establish the efficiency of the algorithm, the
performance analysis is extended to CCSDS specifica-
tions. BER performance and decoding time complexity
of the conventional Log-MAP based Turbo codes and
the performance enhanced level based Turbo decoding
algorithmwithCCSDS specification are shown in Figures
16 and 17. The level-based Turbo decoding algorithm
achieves significant performance as in the case of 3GPP
LTE Turbo codes. Increasing the number of retained

Figure 16: BER performance of the conventional Log-MAP based
Turbo decoder and the performance enhanced reliability-based
Turbo decoding algorithm with CCSDS specifications (message
block length, k = 100 bits, random interleaver, 100 frames)

Figure 17: Decoding time complexity comparison of the con-
ventional Log-MAP based Turbo decoder and the performance
enhanced reliability-based Turbo decoding algorithmwith CCSDS
specifications (message block length, k = 100 bits, random inter-
leaver, 100 frames)
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Figure 18: BER performance of the performance-enhanced
reliability-based algorithm with 50 branches and 75 branches
for CCSDS specifications (message block length, k = 100 bits,
random interleaver, 100 frames).

Figure 19: Decoding time complexity of the performance-
enhanced reliability-based algorithm with 50 branches and
75 branches for CCSDS specifications (message block length,
k = 100 bits, random interleaver, 100 frames)

branches to 75 in the algorithm leads to improvement in
performance as shown in Figure 18. This improvement
in BER performance is achieved at the cost of increased
time complexity as shown in Figure 19.

5. CONCLUSIONS

The demand for communicationwith short data blocks is
increasing in recent years. Real-time communication and
low latency applications require communication with
short block length codewords. Strong channel codes are
required to ensure reliable transmission over dynamic
channel conditions. The demand for communication

with short block Turbo codes is increasing in applications
like mobile communication, wireless sensor networks,
and satellite communication. In this paper, the perfor-
mance of the novel reliability-based algorithm has been
analyzed for 3GPP LTE, and CCSDS Turbo codes. Sim-
ulation results show that the algorithm outperforms the
conventional iterative Turbo decoder in terms of BER
performance. The time complexity of the performance-
enhanced reliability-based Turbo decoder shows a clear
advantage as SNR increases. The performance flattening
at high SNR region is completely eliminatedwith the pro-
posed decoding algorithm. This is a clear advantage for
applications requiring communications with short block
length Turbo codes. The algorithm is an attractive solu-
tion to achieve reliable and timely transmission of short
block length Turbo codes in mobile and satellite commu-
nication applications. The proposed algorithm has a cod-
ing gain of 2.45 dB at a BER of 10−3 over AWGN channel
with BPSKmodulation for a code rate of 14 . The algorithm
has a channel adaptive complexity and has shown nearly
82% reduction in the decoding time complexity for the
rate 1

4 Turbo code at 3 dB SNR. The performance anal-
ysis of the level based Turbo decoding algorithm gives
an insight into an alternate decoding approach for Turbo
codes.
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