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Abstract

Financial statements are analytical reports published periodically by financial institutions explaining 
their performance from different perspectives. As these reports are the fundamental source for 
decision-making by many stakeholders, creditors, investors, and even auditors, some institutions may 
manipulate them to mislead people and commit fraud. Fraud detection in financial statements aims to 
discover anomalies caused by these distortions and discriminate fraud-prone reports from non-
fraudulent ones. Although binary classification is one of the most popular data mining approaches in this 
area, it requires a standard labeled dataset, which is often unavailable in the real world due to the rarity 
of fraudulent samples. This paper proposes a novel approach based on the generative adversarial 
networks (GAN) and ensemble models that is able to not only resolve the lack of non-fraudulent 
samples but also handle the high-dimensionality of feature space. A new dataset is also constructed by 
collecting the annual financial statements of ten Iranian banks and then extracting three types of 
features suggested in this study. Experimental results on this dataset demonstrate that the proposed 
method performs well in generating synthetic fraud-prone samples. Moreover, it attains comparative 
performance with supervised models and better performance than unsupervised ones in accurately 
distinguishing fraud-prone samples. 

Keywords: Fraud in financial statements, anomaly detection, outlier generation, generative adversarial 
networks, ensemble models, banking sector

1. Introduction

Today, the incremental growth of fraud in business, especially in financial services, has become an 
earnest and costly problem. There exists no single definition for the concept of fraud in scientific 
sources. One of the clearest definitions available is the one provided by the Association of Certified 
Fraud Examiners (ACFE) in 2008. According to this definition, individuals and organizations may commit 
illegal actions such as deception or betrayal of trust for specific reasons, such as obtaining money, 
property, or individual or collective benefits, which are interpreted as fraud (Hashim et al., 2020; Sadgali 
et al., 2019; Syahria, 2019). The American Institute of Certified Public Accountants (AICPA) has also 
attributed the concept of fraud to any type of fraud, including minor employee theft, unproductive 
performance, embezzlement, misappropriation of assets, and fraudulent financial reporting (Hashim et 
al., 2020).

As it can be understood from the above definitions, there are variants of fraud, among which this study 
is focused on fraud in financial statements. Financial statements are reports that detail an organization's 
business activities and financial performance from various perspectives (Ashtiani & Raahemi, 2021; Jan, 
2018). The most important contents of these reports include expenses, incomes, received or granted 
loans, profits, and losses (Ashtiani & Raahemi, 2021). These large amounts of numbers and figures 
provide an opportunity for profit seekers to cheat. Among the most common forms of fraud in financial 
statements are premature revenue recognition, spurious entries of incomes or profits, overstating 



assets, understating expenses, and concealment or false disclosure of expenses (Craja et al., 2020; Gray 
& Debreceny, 2014). According to the ranking provided by ACFE, financial statement fraud is the third 
most prevalent type of occupational fraud, after corruption and embezzlement (Hashim et al., 2020; 
Petković et al., 2021; Syahria, 2019). However, it has taken first place regarding the financial costs and 
the amount of loss it incurs (Omidi et al., 2019). Hence, early detection of this type of fraud can prevent 
its exorbitant financial consequences.

Traditional approaches for fraud detection are often founded on a theory called the fraud triangle, 
which includes three aspects: incentive (or pressure), rationalization, and opportunity (Ashtiani & 
Raahemi, 2021; Ravisankar et al., 2011; Syahria, 2019). Based on this theory, auditors try to identify 
fraudulent behaviors by inspecting financial institutions, evaluating the incentives of people to commit 
fraud, and analyzing fraud patterns (Craja et al., 2020). Nevertheless, the report published by ACFE in 
2022 stated that the share of internal and external auditors in identifying suspected cases of fraud was 
only 16 and 4 percent, respectively (ACFE, 2022). The roots of this inefficiency can be found in the rapid 
development of modern technologies. To be more precise, in addition to being very expensive and time-
consuming, traditional audit approaches are inaccurate and impractical due to reasons such as the 
frequent change in fraud methods by fraudsters, the rare fraud-prone samples, and the lack of data 
mining knowledge. Hence, they are defeated by new fraud methods (Huang et al., 2017; Omidi et al., 
2019; Petković et al., 2021; West & Bhattacharya, 2016).

In recent years, creating and developing intelligent systems capable of detecting fraud in financial 
statements has become one of the popular research areas. These systems can facilitate decision-making 
for auditors through early warning notification (Craja et al., 2020). The literature review indicates that 
most researchers in this field are inclined to use various data mining methods. This tendency can be 
attributed to the efficiency of these methods, both in detecting fraud in financial statements and in 
detecting other types of financial crimes, such as check fraud, loan fraud, and credit card fraud (Gupta & 
Mehta, 2021). Meanwhile, the role of machine learning algorithms as the most important data mining 
tool for discovering and extracting relationships and truths hidden in big data is undeniable. However, 
these approaches may encounter problems such as the high dimensionality of the data, the lack of 
fraud-prone samples, or the data imbalance that should be addressed carefully (Al-Hashedi & 
Magalingam, 2021; J. I. Z. Chen & Lai, 2021; Fiore et al., 2019; Jeragh & AlSulaimi, 2018; Mohammadi et 
al., 2020; Sethia et al., 2018).

In this article, the occurrence of fraud in the annual financial statements of Iranian banks, which are the 
most vital components of the country's economy, has been studied. To this end, a novel approach based 
on outlier detection and ensemble models is proposed, which consists of three major components. The 
first component uses a specific type of generative adversarial networks (GANs) to generate synthetic 
outliers so that they can hardly be distinguished from the real samples. The second component 
produces a standard labeled dataset by combining generated and real samples as positive and negative 
classes, respectively. After employing a feature subset selection method in the third component, a 
binary classification model is trained to detect fraudulent financial statements. Thus, the main 
innovation of the proposed approach is its adaptability to challenges such as small data size, high-
dimensional feature spaces, and the absence of samples susceptible to fraud.

Another achievement of this study is compiling a set of audited financial statements of Iranian banks to 
create a standard dataset. Since the collected data is completely raw, different preprocessing 
techniques are used to convert it into a useful dataset. In the current study all data items are 
contributed in the construction of feature vectors, as opposed to previous studies that only used 



specialized financial ratios and ignored the original data items. In particular, new features, such as 
growth rate, horizontal ratio, and vertical ratio, are defined, which can be analyzed even by non-
specialists.

In order to evaluate the performance of the proposed approach, four scenarios are conducted over the 
real-world dataset. The results of the first two scenarios highlight the efficiency of the proposed features 
as well as the effective performance of GAN in creating fake outliers. In addition, the outcomes of the 
last two scenarios indicate the generalizability of the ensemble model and its competitive performance 
with several well-known classification methods, such as SVM (Boser et al., 1992) and Logistic regression 
(Cramer, 2003). 

The contributions of this paper are as follows:

 Modeling data of banks' financial statements and building a standard dataset containing the
information of 49 real-world financial statements

 Overcoming the lack of fraud-prone samples by generating synthetic samples susceptible to fraud,
utilizing generative adversarial networks

 Reducing the high dimensionality of the feature space and providing a rich representation of data
by using the correlation matrix and employing unsupervised models

 Running plenty of experimental analysis in four segments, including loans, deposits, incomes, and
costs, to evaluate the performance of the proposed approach and compare it with other competitors

The rest of the paper is organized as follows. In Section 2, recent related work is presented. In Section 3, 
the description of some prerequisites and foundations is provided. Section 4 discusses the problem 
definition and the proposed approach in detail. Experimental studies are then reported in Section 5. 
Finally, conclusions and suggestions for future work are discussed in Section 6.

2. Background and related work

In recent years, many researchers have focused on designing decision-support systems to detect fraud 
in financial statements. These studies can be categorized from five different perspectives (Ashtiani & 
Raahemi, 2021; Craja et al., 2020): (1) technique type, (2) data distribution, (3) feature type, (4) learning 
model, and (5) evaluation criteria.

Technique type: Generally, data mining techniques for solving the problem of fraud detection in 
financial statements can be divided into two categories based on the utilized data: binary classification 
and anomaly detection2. In the first category, once there is a sufficient number of fraud-prone samples 
in the dataset, the statistical models or machine learning methods are applied to classify the samples 
into two classes, "fraud-prone" and "fraud-free" (Craja et al., 2020; Karlos et al., 2017; Patel et al., 2019; 
Ravisankar et al., 2011; Temponeras et al., 2019). The second category is when the dataset contains no 
fraud-prone samples, or the fraud-prone samples are scarce. In this situation, fraud is treated as an 
anomaly that should be sought to be identified (Lokanan et al., 2019; Noels et al., 2022). The word 
anomaly refers to samples that do not follow the general behavior of normal samples or have a 
significant deviation from others.

Data distribution: Most researchers that have used the classification approach have first identified a set 
of fraudulent and non-fraudulent companies in the stock market and then collected financial statements 

2 also referred to as outlier detection



of these companies in a specific period of time (Craja et al., 2020; Dutta et al., 2017; Hajek, 2019; Karlos 
et al., 2017; Patel et al., 2019; Ravisankar et al., 2011; Temponeras et al., 2019; Yao et al., 2018). One of 
the main challenges of this approach is the imbalance between fraud-prone and fraud-free samples. For 
example, in studies (Temponeras et al., 2019) and (Karlos et al., 2017), the ratio of fraudulent to non-
fraudulent samples was 1 to 4 and 1 to 3, respectively. To address this challenge, some studies proposed 
models well-compatible with imbalanced data, and a few studies tried to balance the dataset by 
oversampling or generating artificial samples (Dutta et al., 2017; Fiore et al., 2019; Gangwar & Ravi, 
2019; Sethia et al., 2018).

Feature type: Concerning the type of features used, the studies can be classified into five categories: (1) 
original data, (2) financial ratios, (3) financial and non-financial ratios, (4) linguistic features, and (5) 
financial ratios and linguistic features. Every financial statement consists of a large number of items that 
are mostly numerical and expressed in the currency of each country. As the direct use of these items 
may expose the model to the curse of dimensionality, many experiments are limited to using only a 
certain number of financial ratios. Financial ratios refer to statistical indicators that, based on a specific 
definition, calculate the relative magnitude of two numerical values taken from financial statements. 
They make it possible to quantitatively analyze financial statements and compare the performance of 
similar financial firms (Ashtiani & Raahemi, 2021; Karlos et al., 2017; Kingsley & Patrick, 2021; Omidi et 
al., 2019; Patel et al., 2019; Temponeras et al., 2019). 

In addition to financial ratios, some works have also used non-financial features such as the institution 
size, the quality of management, and the board of directors or supervisors (Ravisankar et al., 2011; Yao 
et al., 2018). Besides, since the managers in some financial institutions have to prepare the analysis of 
financial statements, the decisions made, and the outlook for the coming years in the form of a text 
report, therefore, a small number of studies have benefited from the information in this part of the 
reports to detect fraud (Ashtiani & Raahemi, 2021; Hajek, 2019; Hajek & Henriques, 2017; Throckmorton 
et al., 2015). 

In the following, an overview of the latest research on fraud detection in financial statements using data 
mining and machine learning models is provided.

Ravisankar et al. (Ravisankar et al., 2011) aimed to apply data mining techniques to a collection of 
financial statements of Chinese companies. Each financial statement consisted of 35 items, 28 of which 
were financial ratios reflecting the company's liquidity, profitability, efficiency, and security. After 
normalizing the features, the most effective ones were selected using the t-statistic. Then, as reported in 
Table 1, different machine learning models were utilized to identify fraudulent cases. According to the 
reported results, the Probabilistic Neural Network (PNN) has shown the best performance, and the 
Genetic Programming (GP) has brought the worst performance. 

Karlos et al. (Karlos et al., 2017) investigated the active learning (AL) mechanism as a solution to deal 
with the lack of labeled data. They collected 164 financial statements described with 25 nominal 
predictors. Then, the ability of each predictor to resolve the ambiguity of similar samples was evaluated 
using the RelifF criterion. Eventually, the top 8 predictors were selected. Performance evaluation of 
various machine learning models specified the efficacy of active learning, especially for small datasets.

Dutta et al. (Dutta et al., 2017) assessed different machine learning approaches with the aim that the 
designed system could distinguish not only fraudulent cases from non-fraudulent ones but also 
intentional fraud from inadvertent mistakes. Each financial statement had 116 features, brought down 



to 15 after a feature selection stage. The results pointed out the high efficiency of Artificial Neural 
Networks (ANN). Additionally, the Support Vector Machine (SVM) has revealed the weakest 
performance.

Yao et al. (Yao et al., 2018) investigated the usefulness of combining feature selection with machine 
learning algorithms. In the first step, various models performance was compared in the presence of all 
features, and SVM achieved the best accuracy. In the second step, the features were ranked using 
Principal Component Analysis (PCA) (Pearson, 1901) and Extreme Gradient Boosting (XGBoost) 
algorithms and then presented to models in descending order of importance. Results demonstrated that 
using 2 to 5 features could be apt for fraud detection. Besides, Random Forest (RF) has outperformed 
the others.

Hajek et al. (Hajek & Henriques, 2017) used not only financial data but also textual data from managerial 
reports. Their idea was based on the fact that the most significant frauds are committed by senior 
managers. Accordingly, as the managers' comments are reflected in textual reports, analyzing reports 
would make it possible to predict their potential of committing fraud. They extracted linguistic features, 
such as the occurrence rate of uncertain, constraining, and litigation words, in addition to financial 
attributes. Afterward, dimensionality reduction was performed utilizing the correlation-based filter and 
the best-first search method. Finally, 14 different machine learning techniques were surveyed to 
establish fraud early warnings. The results revealed that ensemble models and Bayesian Belief Networks 
(BBN) had performed best in correctly detecting fraud-prone and fraud-free statements, respectively.

In another study (Hajek, 2019), Hajek focused on the interpretability of detected frauds. In this way, 
after removing irrelevant features using a steady-state genetic algorithm, a fuzzy rule-based detection 
system was optimized by various evolutionary and non-evolutionary algorithms. Comparative analysis 
with the state-of-the-art fuzzy rule-based systems indicated the competitive accuracy of his proposed 
model. However, the interpretability of predictions for auditors was cited as its main strength.

Temponeras et al. (Temponeras et al., 2019) proposed a deep dense neural network for predicting 
fraud. The model was tested using 164 financial statements, each described by 23 numerical attributes. 
Experimental results showed its superiority in comparison to other machine learning models reported in 
Table 1.

Patel et al. (Patel et al., 2019) compared the performance of 42 different machine learning models. The 
features extracted from financial statements were 31 financial ratios, which were narrowed down to the 
ten most significant ones using a t-test. Based on the reported results, RF has surpassed other 
competitors in terms of accuracy.

Lokanan et al. in (Lokanan et al., 2019) proposed an anomaly detection approach to identify fraud-prone 
financial reports. They accumulated the annual and quarterly financial statements of Vietnamese 
companies. Each financial statement held 31 financial ratios, of which seven ratios were removed due to 
high correlation with others. After data normalization using the multivariate normal distribution, 
Mahalanobis distance was used to compute each sample's proximity to the centroid of the distribution. 
According to the results, most Vietnamese firms were trusted, and only about a quarter was suspected 
of fraud.

Inspired by (Hajek & Henriques, 2017), Craja et al. (Craja et al., 2020) focused on fusing the text 
embedding vectors produced by deep learning models into the fraud detection process. To achieve this 
goal, nine textual features and 47 numerical features were extracted from the content of each financial 



statement. They assessed the proficiency of several machine learning and deep learning models 
alongside their proposed model called Hierarchical Attention Network (HAN) in the presence and 
absence of textual features. The presented results pointed out the good potential of textual information 
in improving accuracy. Furthermore, deep learning models have performed better than traditional 
machine learning models in detecting fraud-prone cases.

Noels et al. (Noels et al., 2022) used a graph distance metric named Earth Mover's Distance (EMD) to 
estimate the similarity between the financial statements of different companies. More specifically, they 
used a weighted tree to represent the hierarchy and relationships between data items. Then, the total 
cost of shifting weights over the edges of one tree to become identical to another was measured as the 
distance. The results showed the effectiveness of their proposed approach. An overview of related work 
is provided in Table 1.

Table 1. An overview of related work in fraud detection in financial statements from different aspects
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(Ravisankar et 
al., 2011) C Chinese SE 101 101 28 7          

(Karlos et al., 
2017) C Greek companies on

the Athens SE 41 123 25        

(Dutta et al., 
2017) C

Audit Analytics 
database, 

COMPUSTAT 
database

3513 60720 116            

(Yao et al., 
2018) C

China securities 
regulatory 

commission
120 120 17 5       

(Hajek & 
Henriques, 

2017)
C New York SE 311 311 32                



(Hajek, 2019) R New York SE 311 311 32    

(Temponeras et 
al., 2019) C Greek companies on

the Athens SE 41 123 25          

(Patel et al., 
2019) C Bombay SE 172 184 31          

(Lokanan et al., 
2019) A Vietnam SE 22488

(unlabeled) 31  

(Craja et al., 
2020) C United States SE 208 7341 47            

(Noels et al., 
2022) A Silverfin3

100

(unlabeled)
  

C: Classification, A: Anomaly Detection, R: Rule-based, SE is the abbreviation of Stock Exchange

In addition to the above studies, research in other branches of fraud detection can also provide ideas for 
developing decision support systems for financial statement fraud detection. For example, by treating 
banks' financial statements as streaming time series, one can use the method proposed by Lee et al. 
(Lee et al., 2020) to determine whether an anomaly is likely to happen in the near future. They proposed 
a proactive and real-time LSTM-based model whose primary advantage was requiring minimal human 
intervention and offline learning time. Indeed, after a short initial training, it was able to start detecting 
anomalies while dynamically adjusting its detection threshold and re-training its LSTM model to 
accommodate changing patterns. 

Saia and Carta (Saia & Carta, 2019) also proposed a proactive approach for detecting anomalies in 
transaction data. The idea was to transform the sequence of values of each transaction feature into new 
domains using Fourier and Wavelet transformations. Apart from reducing data heterogeneity and 
computational complexity, it allowed the authors to address the cold-start issue by including only 
legitimate transactions in the model definition. Yet, it met with some limitations when the data 
distribution was balanced or there were fraudulent samples available.

Bagga et al. (Bagga et al., 2020) evaluated the performance of nine various techniques, including but not 
limited to KNN, SVM, RF, pipelining and ensemble learning to identify potential fraud cases in credit card 
transactions. The pipelining technique was found to be the most suitable.

Carcillo et al. (Carcillo et al., 2021) combined unsupervised and supervised learning techniques for credit 
card fraud detection. First, they defined several unsupervised outlier scores in different levels of 

3 A Belgian accountancy cloud service



granularity, ranging from the card level to the global level. Then, they assessed the added value of these 
scores once integrated as features in a RF model. Overall, besides learning from past fraudulent 
behaviors, this approach offers the advantage of detecting new types of fraud in light of outlier scores.

3. Basic concepts and prerequisites

In this section, first, the definition of Generative Adversarial Networks (GANs) is given and a special type 
of them called MO-GAAL is presented (Section 3.1). Then, in Section 3.2, the ensemble models are 
introduced.

3.1 Generative Adversarial network

Generative Adversarial Networks (GANs) are relatively new deep learning models built based on a 
competitive game between two neural networks, named generator and discriminator. Generator 𝐺(𝓏;𝜃𝐺
 consistently engages in generating fake samples that resemble real data. In contrast, taking an input )

sample, discriminator  tries to correctly estimate the probability that it belongs to each of the 𝐷(𝑠;𝜃𝐷)
two classes, real or fake. The training continues until reaching a Nash equilibrium where the 
discriminator is deceived more than half the time. In this situation, it can be claimed that the generator 
has succeeded in producing believable fake samples (Paper, 2021; Shahriar, 2022; Sim et al., 2021; C. 
Zhao et al., 2022). Thus, the optimization process of a GAN network can be formulated using Eq. 1. 
(Goodfellow et al., 2020). 

min
𝜃𝑔

max
𝜃𝐷

𝑉 (𝐷; 𝐺) = 𝐸𝑠 ∼ 𝑝𝑑𝑎𝑡𝑎[𝑙𝑜𝑔 𝐷(𝑠)] + 𝐸𝓏~𝑝𝓏[𝑙𝑜𝑔(1 ―  𝐷(𝐺(𝓏)))] (1)

where  and  are the parameters of model  and , respectively. Furthermore,  denotes a real 𝜃𝐺 𝜃𝐷 𝐺 𝐷 𝑠
sample from data generating distribution  and  represents a noise variable sampled from a certain 𝑝𝑑𝑎𝑡𝑎 𝓏
distribution .𝑝𝓏

Traditional GANs may encounter two issues during the training process, namely mode collapse and 
gradient vanishing. To alleviate these problems, various solutions are presented in the literature, 
including modification of objective functions, using multiple generators or discriminators, designing 
different architectures, dynamically adjusting the training strategy using evolutionary techniques, and 
proposing phased evolutionary GANs (Xue et al., 2022). Among these, Liu et al. (Y. Liu et al., 2019) 
introduced Multi-Objective Generative Adversarial Active Learning (MO-GAAL), consisting of one 
discriminator model and more than one generator model. In this network, the data  is first equally 𝕊
partitioned into  subsets (i.e., ) according to the outputs of the discriminator . Each𝑘 ⋃𝑘

𝑖 = 1𝕤𝑖 = 𝕊 𝐷(𝑠)
subset contains samples most similar to each other in the sample space. Then, for each subset , the 𝕤𝑖
sub-generator  learns to generate potential fake samples having outputs close to . Therefore, the 𝑔𝑖 𝕤𝑖
discriminator output should also be changed from 1 to , where  represents a statistical 𝑇𝑖 𝑇𝑖
representation of the samples in subset . Accordingly, the objective function reformulates, as shown 𝕤𝑖
by Eq. 2. 



max
𝜃𝐷

𝑉 (𝐷) =
1

2|𝕊|

|𝕊|

∑
𝑗 = 1

𝑙𝑜𝑔 𝐷(𝑠𝑗) +
1

2|𝕊|

𝑘

∑
𝑖 = 1

𝑛𝑖

∑
𝑗 = 1

𝑙𝑜𝑔(1 ―  𝐷(𝑔𝑖(𝓏𝑗
𝑖))) (2)

min
𝜃𝑔𝑖

𝑉 (𝑔𝑖) =
―1
|𝕊|

|𝕊|

∑
𝑗 = 1

[𝑇𝑖𝑙𝑜𝑔 𝐷(𝑔𝑖(𝓏𝑗
𝑖)) +

―1
|𝕊|

𝑘

∑
𝑖 = 1

(1 ― 𝑇𝑖)𝑙𝑜𝑔(1 ―  𝐷(𝑔𝑖(𝓏𝑗
𝑖)))]

In the simple case, each generator  produces  number of fake samples. Thus, all generators 𝑔𝑖 𝑛𝑖 = |𝕊| 𝑘
have an equal share. Once the training stops, the fake samples from all the generators are combined.

The success of GANs in different image processing applications, such as generating realistic-looking 
images, has gradually drawn researchers' attention to using these networks to mitigate data imbalance 
in anomaly detection problems. For example, Oh et al. (Oh et al., 2019) proposed an oversampling 
model named OD-GAN in which the generator component sought to generate synthetic data through 
learning the minority class distribution. Sethia et al. (Sethia et al., 2018) also applied various GANs to 
produce diverse samples prone to credit card fraud and compared their effectiveness in downstream 
classification tasks. Other studies, including (El Kafhali & Tayebi, 2022), (Strelcenia & Prakoonwit, 2022), 
(Gangwar & Ravi, 2019), and (Fiore et al., 2019), also used GANs to over-sample fraudulent data in the 
problem of credit card fraud detection. Moreover, they compared the effectiveness of GAN with other 
popular oversampling models and reported the superiority of GAN.

3.2 Ensemble models

In the field of machine learning, there are two main learning strategies: supervised learning and 
unsupervised learning (Ashtiani & Raahemi, 2021; Omidi et al., 2019; Sadgali et al., 2019). Supervised 
learning aims to model the relationship between the input features and the target labels using a well-
labeled dataset. So far, many studies in financial fraud detection, have used supervised approaches (Al-
Hashedi & Magalingam, 2021; Ashtiani & Raahemi, 2021). In contrast, unsupervised learning comes into 
play when no prior knowledge is available regarding the target labels. This strategy makes it possible to 
train more complex models by discovering patterns, similarities, and relationships in large data (Omidi et 
al., 2019; Y. Zhao & Hryniewicki, 2018). 

Several studies provided ensemble models to improve generalization and reduce bias and variance (Li et 
al., 2020, 2022; Tin Kam Ho, 1995; Y. Zhao & Hryniewicki, 2018; Y. Zhao et al., 2018). Their primary idea 
is to form a more solid learning model by combining numerous weak learners. XGBOD, presented in 
2018, is one of the semi-supervised ensemble models proposed to better learn the complex patterns in 
problems having imbalanced data, such as outlier detection (Y. Zhao & Hryniewicki, 2018). It classifies 
samples through three phases. In the first phase, multiple unsupervised models are applied separately 
to the original data. Each model estimates the outlier score per sample. Accordingly, for every sample , 𝑠𝑖
a feature vector is determined as formulated by Eq. 3. 

F(𝑠𝑖) = {𝑓𝑢(𝑠𝑖)}𝑈
𝓊 = 1 = {𝑓1(𝑠𝑖), 𝑓2(𝑠𝑖), …, 𝑓𝑈(𝑠𝑖)} (3)



where  is the number of models, and  denotes the scoring function of the th model. In the second 𝑈 𝑓𝓊 𝓊
phase, as demonstrated by Eq. 4, the score vectors obtained from the first phase are augmented to the 
original -dimensional feature vectors to form new representations.𝑑

𝑠𝑛𝑒𝑤
𝑖 = [𝑠𝑖,F(𝑠𝑖)] ∈ [0,1]1 × (𝑑 + 𝑈) (4)

Note that it is possible to pick only  scores from  for combining with the original feature vector. In 𝓅 F(.)
this case, the dimension of the newly generated vectors would be . Finally, the  vectors are (𝑑 + 𝓅) 𝑠𝑛𝑒𝑤

𝑖
submitted to an XGBoost algorithm (T. Chen & Guestrin, 2016) to predict the labels in the third phase. A 
key point that remains is that in selecting unsupervised models, it is necessary to observe a trade-off 
between diversity and accuracy. In other words, the more diverse the base detectors, the better the 
ability to learn distinct data characteristics. Meanwhile, all models should be accurate as well (Y. Zhao & 
Hryniewicki, 2018).

4. Proposed Method

In this section, first, the problem of fraud detection in bank financial statements is formulated in Section 
4.1. Next, in Section 4.2, the proposed approach and all its components are described in detail.

4.1 Problem formulation

Let  be a set of audited financial statements in which every statement  reports the financial 𝕊 𝑠 ∈ 𝕊
performance of one bank, containing its assets, liabilities, profits, and losses in a specific period. Thus, 
according to Eq. 5, each financial statement  can be considered a vector of numerical features.𝑠

𝑠 = {𝑥1,𝑥2,⋯,𝑥𝑑,𝓁} (5)

where  is the number of features and  represents the label so that if  is fraudulent, the label is 1; 𝑑 𝓁 𝑠
otherwise, the label is 0. Provided that the standard data  is available, a model like  can be 𝕊 Φ( ∙ )
trained in such a manner that by taking a feature vector corresponding to one financial statement, it 
predicts the label, as formulated by Eq. 6.

𝓁′ = Φ(𝑠) ∈ {0,1}, ∀s ∈ 𝕊 (6)

The model performs optimally if it correctly marks non-fraudulent samples with 0 labels and, in the 
meantime, has a high recall in detecting potentially fraudulent samples. In this way, the loss function 
can be defined based on Eq. 7.

ℒ(Φ(𝕊)) =
1

|𝕊|∑
𝑠 ∈ 𝕊

|𝓁𝑠 ― 𝓁′𝑠| (7)



To sum up, the objective is to train a classifier by minimizing the loss function.

4.2 Approach

As indicated in Figure 1, the proposed approach in this study consists of three main components: (1) 
outlier generation, (2) data augmentation, and (3) fraud detection. The first component generates a set 
of outlier samples by getting the original data and a noise variable. In the second component, all data, 
including real samples and generated outliers, are combined and labeled to produce a uniform dataset. 
Finally, feeding this dataset to the third component, an ensemble model is trained to classify samples 
into one of the two classes, fraud-prone and fraud-free. Indeed, the model is a decision support system 
that can later pinpoint even unseen samples prone to fraud. In the following, these three components 
are explained in detail.

Outlier generation. As discussed in Section 4.1, an audit decision support system must be able, upon 
receiving a new financial statement, to classify it into one of two categories, fraud-prone or fraud-free. 
Training such a model requires a labeled dataset containing proper distribution of both classes. 
However, there is no fraud-prone sample in the present study considering that the utilized data is a 
collection of financial statements of Iranian banks that have passed the audit process and were found to 
be free of fraud. To tackle the data deficiency problem, a component titled outlier generation is included 
in the proposed method, which generates outlier samples using the MO-GAAL network. Among the 
most important reasons for preferring MO-GAAL to other solutions are the high-dimensionality of data, 
the unknown distribution of samples, and the very similar behavior of bank fraudsters and auditors, 
respectively, to generator and discriminator components in GANs.



Figure 1. The proposed approach for fraud detection in banks' financial statements

As shown in Figure 1, first, all feature vectors and a noise variable  sampled from a uniform distribution 𝓏
 are taken as input. Then, the generators cooperate to produce diverse outliers scattered in 𝑝(𝓏)

different parts of the feature space and hardly distinguishable from the real ones. Next, the artificial 
outliers and the real vectors are fed to the discriminator to be trained to detect outliers. The generators 
and the discriminator are successively trained until convergence is met. At this time, the generators 
have fooled the discriminator more than half the time by producing high-quality synthetic samples.

Data augmentation. The data augmentation component is responsible for creating a standard labeled 
dataset, accomplished in three steps. In the first step, the outlier samples produced by the previous 
component are added to the end of the real data. It is worth noting that the number of artificial outlier 
samples is considered equal to the number of real samples for data equilibrium. 

In the second step, all samples are labeled following one of the two possible approaches: (1) using 
machine learning algorithms to estimate a pseudo-target label for samples, or (2) assigning fraud-prone 
labels for synthetic samples and fraud-free labels for samples in the primary data. In this study, the 



second approach is pursued because the audit organization has already reviewed all collected financial 
statements. In the last step, all samples are shuffled to ensure the appropriate distribution of samples in 
training and test data splits, leading to more generalization and avoidance of overfitting.

Fraud detection. In the fraud detection component, given the constructed labeled dataset, a machine 
learning model learns to predict the label of samples, whether potentially fraudulent or fraud-free. As 
noted in Section 3.2, this paper uses a model called XGBOD, an ensemble of supervised and 
unsupervised models, for feature engineering and classification. It is of note that selecting a proper set 
of base estimators highly affects the accuracy of predictions.

5. Experimental study

The key research questions (RQ) of this paper are as follows:

RQ1: How can data elements extracted from real-world financial statements be converted into feature 
vectors without relying on financial ratios? Which features are more efficient?

RQ2: To what extent are the generative adversarial networks suitable for generating synthetic outliers?

RQ3: How is the performance of XGBOD in discovering fraud-prone samples in real-world data?

RQ4: How is the proficiency of XGBOD in discriminating fraudulent samples from non-fraudulent ones 
compared to other known models?

Following this section, the research data, setting parameters, and evaluation metrics are explained. 
Thereafter, research questions are addressed by carrying out plenty of experiments in four main 
scenarios: (1) extracting feature vectors, (2) examining the performance of generative adversarial 
networks in simulating outliers, (3) investigating the performance of XGBOD in fraud detection, and (4) 
comparing the performance of XGBOD with several well-known models.

5.1 Data

The proposed approach is evaluated on a dataset consisting of 49 annual financial statements collected 
in 2014-2019 from ten different banks in Iran. This data is prepared in three stages. First, a list of the 
most valuable data items and the relationships between them is drawn up in four segments, namely 
loans, deposits, incomes, and costs. Second, considering the hierarchy of data items, a data model is 
designed using the SQL server. It is contrived so that all data items related to a specific financial 
statement can be retrieved from the database by querying only the bank name and the fiscal year. Third, 
the data is imported into the database. To this end, all financial statements are first converted to a 
uniform excel template formerly designed, and then, the data items related to the four mentioned 
segments are automatically extracted from the excel files and inserted into their corresponding fields in 
the database.

5.2 Configuration and setting parameters

All algorithms are implemented in python on the Google Colab platform with 12.68 GB RAM and 1 Tesla 
T4. Table 2 reports the value of all the parameters introduced in this study, along with a brief description 
of each. In addition, the SVM kernel is RBF.



Table 2. The values of setting parameters

Model Parameter Description Value

𝑛 total number of samples 39l, 49dci

𝑙𝑟𝑑 learning rate of discriminator 0.01

𝑙𝑟𝑔 learning rate of generators 1e-4ldc, 2e-4i

𝑘 number of sub-generators 3l
, 7dci

MO-GAAL

𝑒𝑝 number of epochs to train 120

𝑙𝑟 learning rate of all detectors 0.2

XGBOD

𝑈 number of base detectors* 100

l: loans, d: deposits, c: costs, i: incomes, *: including KNN, LOF, HBOS, OCSVM, and IForest

5.3 Evaluation metrics

In this research, three well-known metrics in the field of data mining, namely accuracy, precision, and 
recall, are used. The F1-score is also reported to address the compromise that must be struck between 
recall and precision (Bagga et al., 2020; De Rossi et al., 2020). Note that the more accuracy and F1-score 
are close to 1, the better the model performance.

5.4 Extracting feature vectors

This section addresses RQ1 (How can data elements extracted from real-world financial statements be 
converted into feature vectors without relying on financial ratios? Which features are more efficient?).

It is evident that all data items reported in financial statements provide auditors with valuable 
information to realize the financial status of institutions. However, these values are effective for fraud 
detection only when scrutinized in conjunction with each other. In other words, what discloses fraud is 
the inconsistency of the ratio between data items or sudden changes in the pattern of growth or decline 
in a data item over a short term. Therefore, instead of using the data items themselves, most previous 
research benefited from a set of financial ratios that have specific definitions and interpretations in 



auditing (Ashtiani & Raahemi, 2021; Karlos et al., 2017; Kingsley & Patrick, 2021; Omidi et al., 2019; Patel 
et al., 2019; Temponeras et al., 2019).

Although financial ratios are developed by audit experts, we believe that training a fraud detection 
system exclusively with financial ratios is like being limited to rule-based approaches in artificial 
intelligence. Indeed, such systems suffer from non-scalability and ignorance of latent relationships 
between data items in spite of their interpretability, speed, and high accuracy. Apart from this, over 
time and with changing fraud tricks, the financial ratios should be updated, and new ratios should be 
defined. In this paper, a hybrid approach for feature extraction is proposed, in which all data items 
contribute to the construction of the feature vector. 

Exploiting the original data values in the form of instructive features made us define three novel 
features, hereafter called vertical ratio, horizontal ratio, and growth rate. The vertical ratio, computed 
based on Eq. 8, is the ratio of the net amount of a data item  to the total net amount of items within 𝑥𝑖
the same column.

𝑉𝑒𝑟𝑡𝑖𝑐𝑎𝑙_𝑟𝑎𝑡𝑖𝑜(𝑥𝑖) =
𝑥𝑖

∑
𝑖𝑥𝑖

(8)

In tables presenting a specific categorization in the form of multiple columns, usually, there is a row 
whose name starts with the words "Net" or "Total." In these tables, as formulated by Eq. 9, the 
horizontal ratio of each category  can be calculated by dividing the total of that category by the total 𝑐𝑗
sum of all categories, which both are reported in the aforementioned row.

𝐻𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙_𝑟𝑎𝑡𝑖𝑜(𝑐𝑖) =
∑

𝑥 ∈ 𝑐𝑗
𝑥

∑
𝑐𝑗

∑
𝑥 ∈ 𝑐𝑗

𝑥
=

𝑐𝑗

∑
𝑗𝑐𝑗

(9)

where  represents one of the data items in the category . 𝑥 𝑐𝑗

The third feature is the growth rate, defined based on Eq. 10, in which the value of a data item in a 
specific fiscal year  is first subtracted from its corresponding value in the previous fiscal year denoted 𝑥𝑖

𝑡

by . Next, the obtained result is divided by the value of the penultimate period. Indeed, this 𝑥𝑖
𝑡 ― 1

feature measures an item's increment or decrement rate after one fiscal cycle.

𝐺𝑟𝑜𝑤𝑡ℎ_𝑟𝑎𝑡𝑒(𝑥𝑖) =
― (𝑥𝑖

𝑡 ― 1 ― 𝑥𝑖
𝑡)

𝑥𝑖
𝑡 ― 1 + 𝜀

   (𝜀 > 0) (10)

where the additional term, 𝜀, is added to prevent the denominator from being zero.

In this study, as depicted in Figure 2, three packages of SQL queries are defined to extract these features 
from four data segments, including loans, incomes, deposits, and costs. Each query retrieves a feature 



vector from the database given a bank name and a fiscal year. Then, the resulting vectors are 
concatenated per segment to construct a comprehensive feature vector. Repeating this process for 
various banks and fiscal years and appending the results together, our primary dataset with the 
dimensions of  is formed, where  represents the total number of financial statements and  𝑛 ×  𝑑  𝑛 𝑑
denotes the number of features.

Figure 2. The overall process of extracting features and constructing the primary data

Yet, this primary dataset needs to be revised and standardized for four reasons. First, regarding the 
numerator of Eq. 10, when the value of an item in the previous fiscal year is zero, the growth rate 
becomes very high. Second, the data is very sparse because of banks' non-disclosure of some financial 
details or the monopolization of certain data items to one or more specific banks. Third, unlike the 
vertical and horizontal ratios, which always lie in a range of , the growth rate has no definite [ ― 1, 1]
range. Consequently, comparing its values is practically useless. Fourth, the high-dimensionality of 
feature vectors not only increases the required processing time and computational resources but may 
also cause noisy information to be fed into the decision-making model.



To address the challenges mentioned above, the following four actions are taken: (1) Adding conditional 
statements to SQL queries related to growth rate so that, if the value of a data item in the last fiscal year 
is zero, the growth rate should also be zero, (2) Replacing all empty features with zero values, followed 
by eliminating all-zero columns, which caused feature space reduction about 54%, 27%, 6%, and 15%, 
respectively in loans, incomes, deposits, and costs segments, (3) Scaling all values in each column to the 
range , using a min-max normalization technique, and (4) Reducing dimensions utilizing the [ ― 1, 1]
correlation matrix. To explain the fourth action more, firstly, the pairwise Pearson's correlation 
coefficient formulated by Eq. 11 is computed between feature pairs. Secondly, the feature pairs that are 
reported in the same subject notes, having an identical type (e.g., are both a kind of collaterals), and 
their correlation coefficient is greater than a predefined threshold  are identified and grouped. Lastly, 𝜏
in each group, the best feature having the lowest average correlation with all other features is left, and 
the remaining are removed.

𝜌𝑋,𝑌 =
𝐶𝑂𝑉(𝑋,𝑌)

𝜎𝑋𝜎𝑌
=

𝐸[(𝑋 ― 𝜇𝑋)(𝑌 ― 𝜇𝑌)]
𝜎𝑋𝜎𝑌

 𝑛 𝑠𝑎𝑚𝑝𝑙𝑒
∑𝑛

𝑖 = 1(𝑥𝑖 ― 𝑥)(𝑦𝑖 ― 𝑦)

∑𝑛
𝑖 = 1(𝑥𝑖 ― 𝑥)2 ∑𝑛

𝑖 = 1(𝑦𝑖 ― 𝑦)2

(11)

Here,  gives the covariance between two random variables,  and , and  represents the 𝐶𝑂𝑉(.) 𝑋 𝑌 𝐸(.)
expected value.  and  denote the mean of the variables  and , and  and  are their standard 𝜇𝑋 𝜇𝑌 𝑋 𝑌 𝜎𝑋 𝜎𝑌
deviation. In the current study, the threshold  is set to 0.7 by try and error. To illustrate the decline in 𝜏
the number of features after taking each action, we resort to Figure 3.



Figure 3. The number of various features in (A) the primary dataset, (B) the normalized dataset after 
taking the second action, and (C) the final dataset resulting from correlation-based dimension reduction 
in the fourth action. 

5.5 Analysis of generative adversarial networks in outlier generation

In response to RQ2 (To what extent are the generative adversarial networks suitable for generating 
synthetic outliers?), we provide the final feature vectors obtained for loans, deposits, incomes, and 
costs, as input to the first component of the proposed approach, i.e., the outlier generation. 

Figure 4 illustrates both the discriminator loss and the average loss of generators for each of the four 
segments. The vertical axis represents the loss values, and the horizontal axis shows the iteration. As 
subplots (a) to (d) of Figure 4 show, during early iterations in the range zero to A, the average loss of the 
generators is significantly increased. In particular, the performance of generators is unsatisfactory as 
they are not yet sophisticated enough to generate outlier samples around and near normal ones. This 
weakness causes the discriminator to easily unravel normal samples from outliers, and thus, the 
discrimination loss is reduced in this interval. 

During iterations A to B, the generators gradually attain the required proficiency in producing outliers 
and deceive the discriminator. Hence, in the interval between iterations B and C, an increase in the 
discriminator loss and a significant decrease in the average loss of generators occur. A few iterations 
later (i.e., in the range of C to D), the discriminator tries to improve its performance by better defining 
the decision boundaries. This competition ends once the discriminator loss is raised above 0.5, owing to 
producing credible outliers by generators. Eventually, the final generated outliers related to the four 
segments are stored separately.
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Figure 4. The losses of the generators and the discriminator in different iterations. Each plot displays the 
convergence of the generative adversarial model for one of the four segments.

To verify that a Nash equilibrium is obtained and the dataset is large enough to adequately train the 
GAN model, a detailed view of the discriminator loss and the average loss of generators for the loan 
data segment is demonstrated in Figure 5. The scatter plot of all generated and real samples is also 
presented in several arbitrary iterations. Note that the d-dimensional vector space is transformed to a 2-
dimensional space using the t-SNE model (Van der Maaten & Hinton, 2008). 

According to Figure 5, a Nash equilibrium is achieved once the discriminator loss reaches around 0.5 
(i.e., the discriminator is deceived about half the time). In addition, the generated data are first 
aggregated around one or more randomly selected points and then gradually moved to the areas where 
the real data are located. The final generated outliers are expected to be placed around the real samples 
and be as similar as possible to them to be hardly distinguishable.
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Figure 5. The data distribution and the convergence of the generative adversarial model to a Nash 
equilibrium during training on the loan data segment.

5.6 Analysis of XGBOD in fraud detection

Concerning RQ3 (How is the performance of XGBOD in discovering fraud-prone samples in real-world 
data?), we take two steps. In the first step, for each segment of the data, the feature vectors of both the 
original samples and the generated outliers are combined through the data augmentation component to 
form a labeled dataset. The number of fraud-prone samples is considered the same as the number of 
fraud-free ones. In the second step, each data segment is separately used for training and testing the 
outlier detection component. Table 3 reports the evaluation results. It should be noted that all 
experiments are conducted using a 5-fold cross-validation technique, and the mean and variance of 
metrics are also reported.

The evidence in Table 3 implies that the model performs reasonably during training in all data segments 
and for all folds. It also denotes that XGBOD works well in testing in terms of mean recall, which conveys 
that the model is proficient in correctly identifying fraud-prone samples. However, some declines in the 
recall values are observed in some folds, which are mainly attributed to the data imbalance or the small 
data size. Moreover, the simultaneous high values of accuracy and recall indicate that the model 
successfully detects fraud-free samples as well. It is noteworthy that the recall is more valuable than the 
accuracy because detecting fraud-prone samples is more critical than fraud-free ones. Additionally, the 



insignificant variance values confirm that the model is well trained and has a stable performance despite 
the small size of training data; ergo, it is promising to be generalizable to unseen samples.

Table 3. Experimental results of XGBOD in each segment of the data, showing the precision, recall, and 
accuracy metrics in detail.

Train Test

Segment Fold
#Fraud-
prone 

samples

#Fraud-
free 

samples
Precision Recall Accuracy

#Fraud-
prone 

samples

#Fraud-
free 

samples
Precision Recall Accuracy

1 32 30 1 1 1 7 9 1 1 1

2 33 29 1 1 1 6 10 1 1 1

3 29 33 1 1 1 10 6 1 1 1

4 30 32 1 1 1 9 7 1 0.89 0.94

5 32 32 1 1 1 7 7 0.88 1 0.93

Mean 1 1 1 Mean 0.976 0.978 0.974

Lo
an

s

Variance 0 0 0 Variance 0.0023 0.0019 0.0010

1 38 40 1 1 1 11 9 1 1 1

2 37 41 1 1 1 12 8 0.92 1 0.95

3 43 35 1 1 1 6 14 1 0.83 0.95D
ep

os
its

4 39 39 1 1 1 10 10 1 0.90 0.95



5 39 41 1 1 1 10 8 1 1 1

Mean 1 1 1 Mean 0.984 0.946 0.970

Variance 0 0 0 Variance 0.0010 0.0049 0.0006

1 39 39 1 1 1 10 10 1 1 1

2 40 38 1 1 1 9 11 1 1 1

3 38 40 1 1 1 11 9 1 0.91 0.95

4 41 37 1 1 1 8 12 1 1 1

5 38 42 1 1 1 11 7 1 1 1

Mean 1 1 1 Mean 1 0.982 0.990

In
co

m
es

Variance 0 0 0 Variance 0 0.0013 0.0004

1 39 39 1 1 1 10 10 1 0.90 0.95

2 44 34 1 1 1 5 15 1 1 1

3 34 44 1 1 1 15 5 1 1 1

4 39 39 1 1 1 10 10 1 1 1

5 40 40 1 1 1 9 9 1 1 1

C
os

ts

Mean 1 1 1 Mean 1 0.980 0.990



Variance 0 0 0 Variance 0 0.0016 0.0004

Figure 6 illustrates the distribution of labels, in which each row contains plots related to one of the quad 
segments. The plots in columns A-I and B-I represent the distribution of target labels, respectively, in 
train and test data. Likewise, columns A-II and B-II contain the distribution plots of predicted labels. As 
the test samples change in each iteration of cross-validation, only one of the five folds is displayed, 
whose number is written in front of the segment name. Non-fraudulent samples are marked with 
circles, and fraudulent samples with triangles. Note that as visualizing a d-dimensional vector is 
impossible, the feature space is reduced to two dimensions by PCA.
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(A) Train (B) Test

Figure 6. A two-dimensional visualization of the target labels and the predicted labels for one fold of each 
data segment. Symbol  shows the samples which are incorrectly labeled by the model.

Figure 6 clearly shows that the outlier generation component is perfectly capable of producing 
deceptive fraud-prone samples. Nonetheless, the fraud detection component also discriminates two 
classes well, promising to work even better by injecting larger datasets.

5.7 comparison of XGBOD with several well-known models

In this section, the RQ4 (How is the proficiency of XGBOD in discriminating fraudulent samples from non-
fraudulent ones compared to other known models?) is answered.

In addition to the semi-supervised XGBOD model, there are other well-known anomaly detection 
models, including KNN (Peterson, 2009), iForest (F. T. Liu et al., 2008), LSCP (Y. Zhao et al., 2018), ECOD 
(Li et al., 2022), and COPOD (Li et al., 2020) in the category of unsupervised models and SVM (Boser et 
al., 1992) and Logistic regression (Cramer, 2003) among the supervised models. Table 4 reports the 
performance of these models along with XGBOD, separately for each segment of the data. Remind that 
all models are assessed using a 5-fold cross-validation technique, and the mean and variances are 
reported. Moreover, a detailed analysis of the accuracy metric through 5-fold cross-validation is 
illustrated by boxplots in Figure 7. 

Table 4 implies that SVM and Logistic Regression, which are both supervised models, perform best in 
classifying different segments of the research data. The former determines strict decision boundaries 
during training and then predicts the labels of newly arrived samples based on these boundaries. The 
latter is a statistical algorithm that calculates the probability of the occurrence of a specific event by 
discovering linear relationships between features (West & Bhattacharya, 2016). Figure 7 also confirms 
this finding by showing their superb accuracy in all four data segments. Nevertheless, for three reasons, 
none of these two models seem to be smart choices for the problem of fraud detection in financial 
statements in the real world. First, if the data is imbalanced, as in the problem under study (Moepya et 
al., 2014), the SVM may bias toward the majority class, which in our case is the class of fraud-free 
samples. Second, the learning complexity of SVM strongly depends on the data size and is therefore not 
suitable for large-size datasets such as the archives of financial statements, whose numbers increase 
yearly (Nguyen et al., 2020; Song et al., 2014). Third, fraudulent financial statements may not be linearly 
separable from non-fraudulent ones.

From the viewpoint of anomaly detection, the model capability to infer patterns, irregularities, and 
dependencies within features becomes doubly important. Therefore, unsupervised models are expected 
to be better suited for this kind of real-world application. However, taking a simultaneous look at the 
results of Table 4 and Figure 7 reveals that they have a low recall despite having relatively high accuracy. 
Further, the KNN model ranks lowest. This weakness in the performance of unsupervised models is 
somewhat comprehensible. On the one hand, these models typically use density- or proximity-based 



approaches to recognize similar patterns. On the other hand, the fraud-prone samples are produced by 
generators as similar and close as possible to the fraud-free ones. Therefore, due to mixing two classes' 
samples, these models wrongly identify many fraudulent financial statements as non-fraudulent. As a 
result, using an unsupervised model individually is not sufficient for the current study.

Table 4 (a). The performance comparison of several outlier detection models in each segment of the data, 
in terms of precision, recall, and accuracy.

Train Test

Mean precision

(variance)

Mean recall

(variance)

Mean precision

(variance)

Mean recall

(variance)Se
gm

en
t

Model

 +  +

Mean 
accuracy

(variance)

 +  +

Mean 
accuracy

(variance)

iForest
0.560

(0.0004)

0.971

(0.0033)

0.994

(0.0001)

0.219

(0.0004)

0.606

(0.0006)

0.592

(0.0009)

1

(0)

1

(0)

0.292

(0.0140)

0.652

(0.0010)

LSCP
0.554

(0.0003)

0.943

(0.0049)

0.988

(0.0002)

0.212

(0.0003)

0.599

(0.0005)

0.556

(0.0013)

0.800

(0.1600)

1

(0)

0.187

(0.0217)

0.600

(0.0025)

KNN
0.478

(0.0001)

0.256

(0.0078)

0.880

(0.0001)

0.044

(0.0005)

0.461

(0.0001)

0.474

(0.0029)

0.233

(0.0844)

0.844

(0.0153)

0.0694

(0.0082)

0.460

(0.0059)

ECOD
0.543

(0.0007)

1

(0)

1

(0)

0.166

(0.0069)

0.583

(0.0019)

0.600

(0.0048)

1

(0)

1

(0)

0.295

(0.0367)

0.652

(0.0087)

COPOD
0.546

(0.0003)

0.971

(0.0033)

0.994

(0.0001)

0.179

(0.0032)

0.586

(0.0008)

0.558

(0.0014)

0.900

(0.0400)

0.976

(0.0023)

0.220

(0.0136)

0.600

(0.0025)

Lo
an

s

SVM
1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)



Logistic

Regression

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

XGBOD
1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

0.976

(0.0023)

0.976

(0.0023)

0.972

(0.0031)

0.978

(0.0019)

0.974

(0.0010)

iForest
0.558

(0.0014)

1

(0)

1

(0)

0.205

(0.0001)

0.602

(0.0011)

0.570

(0.0196)

1

(0)

1

(0)

0.264

(0.0180)

0.628

(0.0175)

LSCP
0.558

(0.0014)

1

(0)

1

(0)

0.205

(0.0001)

0.602

(0.0011)

0.556

(0.0165)

0.800

(0.1600)

1

(0)

0.220

(0.0153)

0.610

(0.0104)

KNN
0.526

(0.0013)

0.739

(0.0180)

0.948

(0.0008)

0.142

(0.0005)

0.546

(0.0011)

0.518

(0.0208)

0.633

(0.1378)

0.944

(0.0051)

0.136

(0.0075)

0.546

(0.0187)

ECOD
0.560

(0.0016)

1

(0)

1

(0)

0.205

(0.0017)

0.602

(0.0017)

0.564

(0.0190)

0.800

(0.1600)

1

(0)

0.239

(0.0275)

0.618

(0.0175)

COPOD
0.560

(0.0016)

1

(0)

1

(0)

0.195

(0.0011)

0.597

(0.0016)

0.550

(0.0162)

0.800

(0.1600)

1

(0)

0.189

(0.0197)

0.598

(0.0138)

SVM
1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

Logistic

Regression

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

D
ep

os
its

XGBOD
1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

0.968

(0.0016)

0.984

(0.0010)

0.976

(0.0023)

0.946

(0.0049)

0.970

(0.0006)

: non-fraudulent class, +: fraudulent class



Table 4 (b). The performance comparison of several outlier detection models in each segment of the data, 
in terms of precision, recall, and accuracy.

Train Test

Mean precision

(variance)

Mean recall

(variance)

Mean precision

(variance)

Mean recall

(variance)Se
gm

en
t

Model

 +  +

Mean 
accuracy

(variance)

 +  +

Mean 
accuracy

(variance)

iForest
0.552

(0.0011)

0.950

(0.0100)

0.990

(0.0004)

0.195

(0.0007)

0.592

(0.0014)

0.632

(0.0146)

1

(0)

1

(0)

0.397

(0.0414)

0.698

(0.0122)

LSCP
0.558

(0.0006)

1

(0)

1

(0)

0.205

(0.0001)

0.602

(0.0005)

0.584

(0.0193)

0.800

(0.1600)

1

(0)

0.275

(0.0433)

0.626

(0.0243)

KNN
0.502

(0.0010)

0.494

(0.0280)

0.914

(0.0011)

0.087

(0.0015)

0.500

(0.0019)

0.504

(0.0082)

0.533

(0.1600)

0.906

(0.0069)

0.110

(0.0066)

0.504

(0.0093)

ECOD
0.562

(0.0009)

1

(0)

1

(0)

0.215

(0.0028)

0.607

(0.0013)

0.606

(0.0285)

0.800

(0.1600)

1

(0)

0.325

(0.0758)

0.646

(0.0329)

COPOD
0.560

(0.0009)

1

(0)

1

(0)

0.206

(0.0023)

0.602

(0.0013)

0.584

(0.0193)

0.800

(0.1600)

1

(0)

0.275

(0.0433)

0.626

(0.0243)

SVM
1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

In
co

m
es

Logistic

Regression

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)



XGBOD
1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

0.980

(0.0016)

1

(0)

1

(0)

0.982

(0.0013)

0.990

(0.0004)

iForest
0.530

(0.0014)

0.775

(0.0088)

0.954

(0.0004)

0.160

(0.0007)

0.556

(0.0018)

0.540

(0.0114)

0.900

(0.04)

0.960

(0.0064)

0.186

(0.0057)

0.572

(0.0085)

LSCP
0.556

(0.0008)

1

(0)

1

(0)

0.205

(0.0002)

0.602

(0.0007)

0.568

(0.0163)

1

(0)

1

(0)

0.236

(0.0221)

0.616

(0.0152)

KNN
0.520

(0.0013)

0.693

(0.0032)

0.938

(0.0002)

0.140

(0.0004)

0.538

(0.0011)

0.522

(0.0113)

0.733

(0.0511)

0.922

(0.0055)

0.152

(0.0042)

0.532

(0.0097)

ECOD
0.564

(0.0017)

1

(0)

1

(0)

0.222

(0.0029)

0.610

(0.0020)

0.588

(0.0213)

1

(0)

1

(0)

0.286

(0.0335)

0.636

(0.0198)

COPOD
0.562

(0.0010)

1

(0)

1

(0)

0.216

(0.0008)

0.607

(0.0011)

0.580

(0.0202)

1

(0)

1

(0)

0.261

(0.0378)

0.626

(0.0189)

SVM
1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

Logistic

Regression

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

C
os

ts

XGBOD
1

(0)

1

(0)

1

(0)

1

(0)

1

(0)

0.982

(0.0013)

1

(0)

1

(0)

0.980

(0.0016)

0.990

(0.0004)

: non-fraudulent class, +: fraudulent class
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Figure 7. The performance comparison of outlier detection models in each segment of the data, in terms 
of accuracy. All boxplots are drawn based on 5-fold cross-validation results. The mean and variance of 5-
folds are also reported using  and  notations. 𝜇 𝜎2

According to the results presented in Table 4 and Figure 7, the XGBOD algorithm used in the proposed 
method is ranked first, right after the supervised algorithms. It has a more stable behavior with variance 



values close to zero than other unsupervised models. In addition, this model is able to address the 
challenge of extensive and high-dimensional data by involving multiple unsupervised models to distill a 
set of profitable features. Besides, it also takes advantage of the strength of supervised models by using 
XGBoost as its final decision-maker. In order to verify these findings, a performance comparison 
between different models in terms of F1-score is also made which is presented in Figure 8. Figure 8 (a) 
demonstrates the obtained results on the training data, while the test results are provided in Figure 8 
(b).

F1
-S

co
re

(a) Train

F1
-S

co
re

(b) Test

Figure 8. The F1-Score comparison of outlier detection models in each 
segment of the data. 

6. Conclusion and Future Work

In this paper, a new approach has been proposed to detect fraud in bank financial statements. The basic 
idea is to adopt generative adversarial networks instead of over-sampling, under-sampling, or one-class 
classification techniques to make the approach applicable to real-world scenarios whose data is highly 
imbalanced with no or few fraudulent samples. The second idea is to tackle with high-dimensionality of 
the feature space by leveraging the ensemble of supervised and unsupervised models. In particular, the 
proposed approach utilizes a kind of generative adversarial model called MO-GAAL to fabricate a set of 
fraud-prone samples that have unconventional behavior on the one hand and are difficult to distinguish 



from fraud-free samples on the other hand. Further, samples are classified by an ensemble model, 
namely XGBOD, in which the outlier scores of each sample are first estimated by a collection of 
unsupervised models, and then these scores form a new feature vector to be classified by a supervised 
model named XGBoost. In summary, the ability to train an efficient decision-making model even in the 
absence of actual fraudulent samples is the main advantage of this work. 

Another achievement of the current research has been the construction of a real-world dataset by 
collecting a number of banks' annual financial statements and introducing three new features which can 
be interpreted even by non-specialists. While the growth rate feature enables the model to analyze the 
bank's financial behavior relative to the previous year, the vertical and horizontal ratios measure the 
magnitude of a data item among similar data items in the same fiscal year. The experimental results on 
this dataset have indicated that the proposed method is capable of generating high-quality fraud-prone 
samples and making effective detections in terms of accuracy, precision, recall, and F1-Score. In future 
work, we would like to include financial ratios in feature vectors and specify the exact position of the 
occurrence of fraud in the financial statement. Moreover, comparing the performance of the proposed 
approach with one-class classification approaches and assessing them on other real-world datasets 
sounds to be an absorbing research topic.
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