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ABSTRACT

Electroencephalography (EEG) plays a vital role in de-
tecting how brain responses to different stimulus. In this pa-
per, we propose a novel Shallow-Deep Attention-based Net-
work (SDANet) to classify the correct auditory stimulus evok-
ing the EEG signal. It adopts the Attention-based Correlation
Module (ACM) to discover the connection between auditory
speech and EEG from global aspect, and the Shallow-Deep
Similarity Classification Module (SDSCM) to decide the clas-
sification result via the embeddings learned from the shallow
and deep layers. Moreover, various training strategies and
data augmentation are used to boost the model robustness.
Experiments are conducted on the dataset provided by Audi-
tory EEG challenge (ICASSP Signal Processing Grand Chal-
lenge 2023). Results show that the proposed model has a sig-
nificant gain over the baseline on the match-mismatch track.

Index Terms— Electroencephalography, Attention

1. INTRODUCTION

ICASSP 2023 Auditory EEG Challenge is designed to ex-
plore the relationship between auditory stimulus and evoked
EEG signal. In this paper, we mainly focus on the first
(match-mismatch) task. Traditional methods [1] adopt the
linear model to fit the feature transform from the stimulus to
the EEG signal. Recently, deep learning based methods have
been proposed to improve the performance of relating speech
with EEG signal[2, 3], where the feature transform modules
are replaced by long context model, such as long short-term
memory (LSTM), stacked dilated Convolutional blocks, etc.

In this study, we base our system design on the base-
line1. Nevertheless, we combine attention structure in the pro-
posed ACM module to extract correlation information from
global view rather than employing stacked convolution layers
to achieve a long context. Moreover, both shallow and deep
layer embeddings are used to determine the similarity infor-
mation in the SDSCM module. Additionally, we use random
data augmentation and various training strategies to increase
the robustness.

1https://github.com/exporl/auditory-eeg-challenge-2023-code

Fig. 1: Illustration of the proposed model structures.

With the help of these efforts, the accuracy of our ap-
proach on the test dataset increases from 77% to 80%. The
challenge’s evaluation metrics for our method in the final
blind testset are 78.94%, 2% higher than the baseline.

2. METHODOLOGY
2.1. Main Structure

As shown in Figure 1, the system contains three inputs, in-
cluding two audio stimuli and a slice of 64-channel EEG sig-
nal. The match and mismatch signals are fed to the audi-
tory encoder branch with shared model parameters. The lay-
ers of convolution with kernel size 3 and powers of 2 dila-
tion rate create a tree-like structure to enlarge the receptive
field. Moreover, BatchNorm and ReLU layers are added to
the outputs of convolutional layers. Except for the four con-
volutional blocks, ACM blocks are introduced in the EEG en-
coder branch. The audio segments and EEG signals are con-
verted to high-dimension representations using these encoder
branches. Lastly, the match and mismatch signals are identi-
fied by the SDSCM blocks.

2.2. Attention-based Correlation Module
Attention mechanism has been instrumental to make remark-
able performance gains in many deep learning tasks. Rather
than processing the auditory and EEG branches separately, we
adopt the ACM, consisting of a residual attention layer and a
feed forward layer, to learn the relationship between EEG and
auditory signal. The attention module maps query Xn againstIC
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key En associated with candidate keywords, then presents re-
weighted X

′

n to emphasize the most important information.

2.3. Shallow-Deep Similarity Classification Module

As shown in Figure 1, SDSCM consists of Shallow Similarity
Classifications Module(SSCM) and Deep Similarity Classi-
fication Module(DSCM). The relation between the EEG and
auditory signal can be evaluated at different scales. The ex-
tracted embedding has more specific information at the shal-
low layer, while the deep layer can gather profound semantic
information. In this study, we compute the shallow-deep sim-
ilarity embeddings using the encoder outputs as follows:
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where X
′

1, Y
′

1 , E1, X
′

3, Y
′

3 , E3 are the outputs of the convolu-
tional blocks illustrated in Figure 1, Es and Ed represent the
similarity embeddings of the shallow and deep layers, respec-
tively. In order to predict the binary classification probability,
a Dense layer with one output is fed with the final classifica-
tion embedding E = Concat(Es, Ed).

3. EXPERIMENTS

3.1. Data Processing

In the experiments, we use EEG dataset[4] provided by
the EEG challenge, and split it into train-val-test subsets1.
The generating training samplers are shown in Figure 2.
The matching pairs are produced using a sliding window of
window size = 3s and window shift = Rand(1.0s, 2.0s).
The mismatch pairs are produced by randomly choosing the
windows with an intersection of less than 35% in order to
produce various training data. According to the baseline1,
the EEG signal is downsampled to 64 Hz, and the speech
envelope is extracted for the inputs of the network. Besides,
SpecAug[5] is applied to the feature by masking and warping
features channels and time steps.

Fig. 2: Illustration of training samplers generation.

3.2. Training

Training Configuration: During training, Adam optimizer
with learning rate 3e-4 is used, and when the validation loss

stops dropping, we degrade the learning rate by a factor of
3. 64 samplers are created from 8 distinct subjects for each
training batch. We also use weight decay (weight=0.0001)
and dropout (drop rate=0.2) on each layer to prevent overfit-
ting. The last ten models are utilized to do model averaging
once the model has been trained for 100 epochs.
3.3. Results and Analysis

Table 1 displays accuracy comparison on test dataset. The
proposed SDANet, as presented in Figure 1, contains four
parts: Backbone, ACM, SSCM and DSCM. The backbone
together with DSCM achieves 77.2% accuracy. With our new
data generation method, it achieves 2% higher accuracy com-
paring official baseline approach1. After adding ACM, the ac-
curacy further increases by 0.8%. Finally, with both ACM and
SDSCM modules, the accuracy is further improved to 80.2%,
which is 3.2% above the baseline. On the final blind testset,
our proposed model obtains a 78.94% criteria determined in
the official challenge description1.

Table 1: Accuracy comparison results.

Methods Acc
Baseline 77%
SDANet Backbone DSCM ACM SSCM
Baseline
Data Generation D D 77.2%

Our
Data Generation

D D 79%D D D 79.8%D D D D 80.2%

4. CONCLUSION

The objective of the study is to learn the relationship between
auditory stimulus and EEG. We propose a SDANet model
with ACM and SDSCM to increase the crossing linkages
rather than treating them separately. Results show that our
model improves the classification accuracy effectively.

5. REFERENCES

[1] Jacek P Dmochowski, Jason J Ki, Paul DeGuzman, Paul Sajda, and Lu-
cas C Parra, “Extracting multidimensional stimulus-response correla-
tions using hybrid encoding-decoding of neural activity,” NeuroImage,
vol. 180, pp. 134–146, 2018.

[2] Mohammad Jalilpour Monesi, Bernd Accou, Jair Montoya-Martinez,
Tom Francart, and Hugo Van Hamme, “An lstm based architecture
to relate speech stimulus to eeg,” in ICASSP 2020-2020 IEEE In-
ternational Conference on Acoustics, Speech and Signal Processing
(ICASSP). IEEE, 2020, pp. 941–945.

[3] Bernd Accou, Mohammad Jalilpour Monesi, Jair Montoya, Tom Fran-
cart, et al., “Modeling the relationship between acoustic stimulus and
eeg with a dilated convolutional neural network,” in 2020 28th European
Signal Processing Conference (EUSIPCO). IEEE, 2021, pp. 1175–1179.

[4] Lies Bollens, Bernd Accou, Hugo Van hamme, and Tom Francart, “A
Large Auditory EEG decoding dataset,” 2023.

[5] Daniel S Park, William Chan, Yu Zhang, Chung-Cheng Chiu, Barret
Zoph, Ekin D Cubuk, and Quoc V Le, “Specaugment: A simple data
augmentation method for automatic speech recognition,” arXiv preprint
arXiv:1904.08779, 2019.

Authorized licensed use limited to: Carleton University. Downloaded on June 25,2023 at 10:22:53 UTC from IEEE Xplore.  Restrictions apply. 


