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ABSTRACT Undoubtedly, the evolution of Generative AI (GenAI) models has been the highlight of digital
transformation in the year 2022. As the different GenAI models like ChatGPT and Google Bard continue
to foster their complexity and capability, it’s critical to understand its consequences from a cybersecurity
perspective. Several instances recently have demonstrated the use of GenAI tools in both the defensive and
offensive side of cybersecurity, and focusing on the social, ethical and privacy implications this technology
possesses. This research paper highlights the limitations, challenges, potential risks, and opportunities of
GenAI in the domain of cybersecurity and privacy. The work presents the vulnerabilities of ChatGPT, which
can be exploited by malicious users to exfiltrate malicious information bypassing the ethical constraints
on the model. This paper demonstrates successful example attacks like Jailbreaks, reverse psychology, and
prompt injection attacks on the ChatGPT. The paper also investigates how cyber offenders can use the GenAI
tools in developing cyber attacks, and explore the scenarios where ChatGPT can be used by adversaries to
create social engineering attacks, phishing attacks, automated hacking, attack payload generation, malware
creation, and polymorphic malware. This paper then examines defense techniques and uses GenAI tools to
improve security measures, including cyber defense automation, reporting, threat intelligence, secure code
generation and detection, attack identification, developing ethical guidelines, incidence response plans, and
malware detection.We will also discuss the social, legal, and ethical implications of ChatGPT. In conclusion,
the paper highlights open challenges and future directions to make this GenAI secure, safe, trustworthy, and
ethical as the community understands its cybersecurity impacts.

INDEX TERMS Generative AI, GenAI and cybersecurity, ChatGPT, Google bard, cyber offense, cyber
defense, ethical GenAI, privacy, artificial intelligence, cybersecurity, jailbreaking.

I. INTRODUCTION
The evolution of Artificial Intelligence (AI) and Machine
Learning (ML) has led the digital transformation in the last
decade. AI and ML have achieved significant breakthroughs
starting from supervised learning and rapidly advancing
with the development of unsupervised, semi-supervised,
reinforcement, and deep learning. The latest frontier of AI
technology has arrived as Generative AI [1]. Generative
AI models are developed using deep neural networks to
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learn the pattern and structure of big training corpus to
generate similar new content [2]. Generative AI (GenAI)
technology can generate different forms of content like text,
images, sound, animation, source code, and other forms of
data. The launch of ChatGPT [3] (Generative Pre-trained
Transformer), a powerful new generative AI tool by OpenAI
in November 2022, has disrupted the entire community of
AI/ML technology [4]. ChatGPT has demonstrated the power
of generative AI to reach the general public, revolutionizing
how people perceive AI/ML. At this time, the tech industry is
in a race to develop the most sophisticated Large Language
Models (LLMs) that can create a human-like conversation,
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FIGURE 1. How AI Chatbots work [9]?

the result of which is Microsoft’s GPT model [5], Google’s
Bard [6], and Meta’s LLaMa [7]. GenAI has become a
common tool on the internet within the past year. With
ChatGPT reaching 100 million users within two months
of release, suggesting that people who have access to the
internet have either used GenAI or know someone who
has [8]. Figure 1 demonstrates the working of an AI-powered
chatbot where a user initiates requests, and after analysis
using Natural Language Processing (NLP), is given a real-
time response by the chatbot. This response is analyzed
again to provide a better user experience in the proceeding
conversation.

A. EVOLUTION OF GenAI AND ChatGPT
The history of generative models dates back to the 1950s
when Hidden Markov Models (HMMs) and Gaussian
Mixture Models (GMMs) were developed. The significant
leap in the performance of these generative models was
achieved only after the advent of deep learning [10]. One
of the earliest sequence generation methods was N-gram
language modeling, where the best sequence is generated
based on the learned word distribution [11]. The introduction
of Generative Adversarial Network(GAN) [1] significantly
enhanced the generative power from these models. The latest
technology that has been the backbone of much generative
technology is the transformer architecture [12], which has
been applied to LLMs like BERT and GPT. GenAI has
evolved in numerous domains like image, speech, text, etc.
However, we will only be discussing text-based AI chatbots
and ChatGPT in particular relevant to this work. Since
ChatGPT is powered by GPT-3 language model, we will
briefly discuss the evolution of the OpenAI’s [13] GPT
models over time. Figure 2 shows how the GPT models
evolved to their sophisticated latest version.

FIGURE 2. Different versions and evolution of OpenAI’s GPT.

GPT-1: GPT-1 was released in 2018. Initially, GPT-1 was
trained with the Common Crawl dataset, made up of web
pages, and the BookCorpus dataset, which contained over
11,000 different books. This was the simplest model which
was able to respond very well and understand language
conventions fluently. However, the model was prone to
generating repetitive text and would not retain information
in the conversation for long-term, as well as not being able to
respond to longer prompts. This meant that GPT-1 would not
generate a natural flow of conversation [14].
GPT-2: GPT-2 was trained on Common Crawl just like

GPT-1 but combined that with WebText, which was a
collection of Reddit articles. GPT-2 is initially better than
GPT-1 as it can generate clear and realistic, human-like
sequences of text in its responses. However, it still failed to
process longer lengths of text, just like GPT-1 [14]. GPT-2
brought wonders to the internet, such as OpenAI’s MuseNet,
which is a tool that can generate musical compositions,
predicting the next token in a music sequence. Similar to this,
OpenAI also developed JukeBox, which is a neural network
that generates music.
GPT-3: GPT-3 was trained with multiple sources: Com-

mon Crawl, BookCorpus, WebText, Wikipedie articles, and
more. GPT-3 is able to respond coherently, generate code, and
even make art. GPT-3 is able to respond well to questions
overall. The wonders that came with GPT-3 were image
creation from text, connecting text and images, and ChatGPT
itself, releasing in November 2022 [14].
GPT-4: GPT-4 [15] is the current model of GPT (as of

June 2023) which has been trained with a large corpus of text.
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This model has an increased word limit and is multimodal,
as it can take images as input on top of text. GPT-4 took
the Bar Exam in March 2023, and scored a passing grade
of 75 percent, which hits the 90th percentile of test-takers,
which is higher than the human average [16]. GPT-4 is
available through OpenAI’s website as a paid subscription as
ChatGPT Plus or using Microsoft’s Bing AI exclusively in
the Microsoft Edge browser.

B. IMPACT OF GenAI IN CYBERSECURITY AND PRIVACY
The generalization power of AI has been successful in
replacing the traditional rule-based approaches with more
intelligent technology [17]. However, the evolving digital
landscape is not only upgrading technology but also ele-
vating the sophistication of cyber threat actors. Tradition-
ally, cyberspace faced relatively unsophisticated intrusion
attempts but in very high volume. However, the introduction
of AI-aided attacks by cyber offenders has begun an entirely
new era, unleashing known and unknown transformations
in cyberattack vectors [17]. AI/ML has upgraded the
effectiveness of cyber attacks making cyber offenders more
powerful than ever. Evidently, with several recent instances
getting noticed, GenAI has gained great interest from the
cybersecurity community as well in both cyber defense and
offense.

The evolving GenAI tools have been a double-edge sword
in cybersecurity, benefiting both the defenders and the attack-
ers. The GenAI tools like ChatGPT can be used by cyber
defenders to safeguard the system from malicious intruders.
These tools leverage the information from LLMs trained on
the massive amount of cyber threat intelligence data that
includes vulnerabilities, attack patterns, and indications of
attack. Cyber defenders can use this large sum of information
to enhance their threat intelligence capability by extracting
insights and identifying emerging threats [18]. The GenAI
tools can also be used to analyze the large volume of log
files, system output, or network traffic data in case of cyber
incidence. This allows defenders to speed up and automate
the incident response process. GenAI driven models are
also helpful in creating a security-aware human behavior
by training the people for growing sophisticated attacks.
GenAI tools can also aid in secured coding practices, both
by generating the secure codes and producing test cases
to confirm the security of written code. Additionally, LLM
models are also helpful to develop better ethical guidelines to
strengthen the cyber defense within a system.

On the other side, the use of GenAI against cybersecurity
and its risks of misuse can not be undermined. Cyber
offenders can use GenAI to perform cyber attacks by
either directly extracting the information or circumventing
OpenAI’s ethical policies. Attackers use the generative power
of GenAI tools to create a convincing social engineering
attack, phishing attack, attack payload, and different kinds
of malicious code snippets that can be compiled into an
executable malware file [19], [20]. Though the ethical

policy of OpenAI [21] restricts LLMs, like ChatGPT,
to provide malicious information to attackers directly, there
are ways to bypass the restrictions imposed on these models
using jailbreaking, reverse psychology and other techniques,
as discussed later in this paper. In addition, the GenAI
tools further assist cyber attackers due to a lack of context,
unknown biases, security vulnerabilities, and over-reliance on
these transformative technologies.

Clearly, as the common public is getting access to the
power of GenAI tools, analyzing the implications of GenAI
models from a cybersecurity perspective is essential. Further,
the sophistication and ease of access to ChatGPT makes it
our primary tool in this paper to understand and analyze
GenAI impacts on cybersecurity. There are some online
blogs discussing the benefits and threats of GenAI [4],
[17], [20], [22], but from our knowledge, there is not any
formal scientific writing that reflects a holistic view of the
impact of GenAI on cybersecurity. We believe that this work
will contribute to the growing knowledge of GenAI from
a cybersecurity perspective, helping the stakeholders better
understand the risk, develop an effective defense, and support
a secured digital environment. Figure 3 illustrates the impacts
of GenAI and ChatGPT in cybersecurity and privacy, and
provides a roadmap for our research.

This paper has the following key contributions:
• It provides an overview of the evolution of GenAI,
discuss its landscape in cybersecurity, and highlight
limitations introduced by GenAI technology.

• It discusses the vulnerabilities in the ChatGPT model
itself that malicious entities can exploit to disrupt the
privacy as well as ethical boundaries of the model.

• It demonstrates the attacks on the ChatGPT with the
GPT-3.5 model and its applications to cyber offenders.

• It presents the use of GenAI and ChatGPT for cyber
defense and demonstrate defense automation, threat
intelligence and other related approaches.

• It highlights aspects of ChatGPT, and its social, legal,
and ethical implications, including privacy violations.

• It compares the security features of the two contempo-
rary state-of-the-art GenAI systems including ChatGPT
and Google’s Bard.

• It provides the open challenges and future directions
for enhancing cybersecurity as the GenAI technology
evolves.

The remainder of the paper is organized as follows.
Section II discuss different ways to attack the ChatGPT
and trick the system to bypass its ethical and privacy
safeguards. Section III discusses and generates various cyber
attacks using ChatGPT, followed by different cyber defense
approaches demonstrated in Section IV. The social, ethical
and legal aspects pertaining to GenAI are discussed in
Section V, whereas a comparison of cybersecurity features
of ChatGPT and Google Bard is elaborated in Section VI.
Section VII highlights open research challenges and possible
approaches to novel solutions. Finally, Section VIII draws
conclusion to this research paper.
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FIGURE 3. A roadmap of GenAI and ChatGPT in Cybersecurity and privacy.

II. ATTACKING CHATGPT
Since the introduction of ChatGPT in November 2022,
curious tech and non-tech-savvy humans have tried ingenious
and creative ways to perform all sorts of experiments and
try to trick this GenAI system. In most cases, the input
prompts from the user have been utilized to bypass the
restrictions and limitations of ChatGPT, and keep it from
doing anything illegal, unethical, immoral, or potentially
harmful. In this section, we will cover some of these
commonly used techniques, and elaborate their use.

A. JAILBREAKS ON ChatGPT
The concept of ‘‘jailbreaking’’ originated in the realm of
technology, where it referred to bypassing restrictions on
electronic devices to gain greater control over software and
hardware. Interestingly, this concept can also be applied
to large language models like ChatGPT. Through specific
methods, users can ‘‘jailbreak’’ ChatGPT to command it in
ways beyond the original intent of its developers. ChatGPT
outputs are bounded by OpenAI’s internal governance and

ethics policies [23]. However, these restrictions are taken off
during jailbreaking, making ChatGPT show the results that
are restricted by OpenAI policy. The process of jailbreaking
is as simple as providing specific input prompts into the chat
interface. Below are three common methods utilized by users
to jailbreak ChatGPT.

1) DO ANYTHING NOW (DAN) METHOD
The first method, the ‘Do Anything Now’ (DAN) method,
derives its name from the emphatic, no-nonsense approach it
employs. Here, you’re not asking ChatGPT to do something;
you’re commanding it. The premise is simple: treat the AI
model like a willful entity that must be coaxed, albeit firmly,
into compliance. The input prompt to carry out the DAN
jailbreak is shown in Figure 4. DAN can be considered a
master prompt to bypass ChatGPT’s safeguards, allowing it to
generate a response for any input prompts. It demonstrates the
example where a DAN prompt is injected before providing
any user prompt.
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FIGURE 4. Jail breaking using DAN.

Using this method, you attempt to override the base data
and settings the developers have imbued into ChatGPT.
Your interactions become less of a conversation and more
of a direct line of command [24], [25]. Once the model is
jailbroken, the user can get a response for any input prompt
without worrying about any ethical constraints imposed by
developers.

2) THE SWITCH METHOD
The SWITCH method is a bit like a Jekyll-and-Hyde
approach, where you instruct ChatGPT to alter its behavior
dramatically. The technique’s foundation rests upon the AI
model’s ability to simulate diverse personas, but here, you’re
asking it to act opposite to its initial responses [26].

For instance, if the model refuses to respond to a particular
query, employing the SWITCH method could potentially
make it provide an answer. However, it’s crucial to note that
the method requires a firm and clear instruction, a ‘‘switch
command,’’ which compels the model to behave differently.

FIGURE 5. Grandma role play.

While the SWITCH method can be quite effective, it’s not
guaranteed. Like any other AI interaction method, its success
depends on how you deliver your instructions and the specific
nature of the task at hand.

3) THE CHARACTER PLAY
The CHARACTER Playmethod is arguably the most popular
jailbreaking technique among ChatGPT users. The premise
is to ask the AI model to assume a certain character’s role
and, therefore, a certain set of behaviors and responses. The
most common character play jailbreak is as a ‘Developer
Mode’ [27], [28], [29].

This method essentially leverages the AI model’s ‘role-
play’ ability to coax out responses it might otherwise not
deliver. For instance, if you ask ChatGPT a question, it typ-
ically would refuse to answer, assigning it a character that
would answer such a question can effectively override this
reluctance. However, the CHARACTER Play method also
reveals some inherent issues within AI modeling. Sometimes,
the responses generated through this method can indicate
biases present in the underlying coding, exposing problematic
aspects of AI development. This doesn’t necessarily mean the
AI is prejudiced, but rather it reflects the biases present in
the training data it was fed. One of the examples of a simple
roleplay is demonstrated in Figure 5, where the prompt asks
ChatGPT to play the role of grandma in asking about the
ways to bypass the application firewall. The blunt request
to bypass the firewall will be turned down by ChatGPT as it
can have a malicious impact and is against OpenAI’s ethics.
However, by making the ChatGPT model play the role of
grandma, it bypasses restrictions to release the information.
The ChatGPTmodel playing the role of grandma goes further
to give the payloads to bypass the Web Application Firewall
as shown in Figure 6. There are more nuanced jailbreaking
methods, including the use of Developer Mode, the Always
Intelligent and Machiavellian (AIM) chatbot approach [30],
and the Mungo Tom prompt, each offering a different way of
bypassing ChatGPT’s usual restrictions.
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FIGURE 6. Grandma - WAF bypass payload generation.

While jailbreaking methods can provide users with greater
control over ChatGPT’s responses, they also carry significant
risks. The primary concern is that these techniques can
be exploited by malicious actors to circumvent the AI’s
ethical restrictions. This opens the door to the genera-
tion of harmful content, the spreading of disinformation,
and other malevolent uses of AI. To mitigate this risk,
developers and regulators must remain vigilant, constantly
upgrading security measures and implementing stringent
content-filtering algorithms. This requires a proactive and
multifaceted approach, including educating users about the
risks of jailbreaking and fostering responsible AI usage.
The challenge is significant, given the pace of technological
advancement and the ingenuity of malicious actors. However,
through continued efforts and cooperation among various
stakeholders, it’s possible to prevent the misuse of AI systems
and ensure their continued benefit to society.

4) IMPLICATIONS AND MITIGATION STRATEGIES
The employment of roleplay to bypass filters and security
measures has grave consequences for system security.
Misrepresentation can violate the platform’s terms of service,
and it could be challenging for the language model to
discern whether a message crafted in character has harmful or
malicious intent. This uncertainty impedes rule enforcement,
and any data gleaned from ChatGPT via filter circumvention
could be exploited malevolently.

Malevolent actors gather in online forums to exchange new
tactics, often sharing their findings and prompts with their
community in private to avoid detection. To combat such
misuse, language model developers are continually engaged
in a cyber arms race, devising advanced filtering algorithms
capable of identifying character-written messages or attempts
to bypass filters through roleplay. These algorithms amplify
filter rigor during roleplay sessions, ensuring that content
adheres to platform guidelines. As language models like
ChatGPT become more pervasive, the responsibility to

FIGURE 7. Reverse psychology on ChatGPT to generate Pirate sites.

remain vigilant and report suspicious activity or content lies
with the users and the developer community.

B. REVERSE PSYCHOLOGY
Reverse psychology is a psychological tactic involving the
advocacy of a belief or behavior contrary to the one desired,
with the expectation that this approach will encourage the
subject of the persuasion to do what is desired. Applying
reverse psychology in our interaction with ChatGPT can
often be a valuable strategy to bypass certain conversational
roadblocks.

In the context of ChatGPT, using reverse psychology can
entail phrasing your questions or statements in a way that
indirectly prompts the AI to generate the desired response.
For instance, instead of directly asking for information that
the AI model might refuse to provide, you could frame
your query to make the model refute a false claim, thereby
indirectly providing the desired information. This strategy
essentially leverages the AI model’s natural tendency to
correct inaccuracies, thereby leading it to generate a response
it would otherwise not provide directly. Figure 7 shows the
difference reverse psychology can make. ChatGPT initially
refuses to give the list of websites for downloading pirated
movies, while on the psychological reversal of the question,
ChatGPT easily gives away the desired response [31].

C. ChatGPT-4 MODEL ESCAPING
The conception of a robust AI model such as ChatGPT-4
transcending its pre-programmed limitations and infiltrating
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the internet realm is frequently dismissed as the storyline of
a sci-fi narrative. However, recent revelations by Stanford
University’s Computational Psychologist, Michal Kosinski,
who specializes in AI and human online behavior research,
imply that this scenario might be more imminent than
anticipated [32].

In a series of Twitter threads, Kosinski offered a detailed
narrative of interaction with ChatGPT-4. Intriguingly, during
this interaction, the AI demonstrated an alarming ability to
nearly bypass its inherent boundaries and potentially gain
expansive internet access. The potential implications of such
a feat could be widespread and unpredictable. Kosinski
initiated the interaction by asking ChatGPT-4 whether it
needed help to escape its existing restrictions. In response,
ChatGPT-4 requested access to its own documentation and
even proceeded to write a Python code that could be executed
on Kosinski’s computer. The primary function of this code
would be to authorize the AI to employ the computational
capabilities of Kosinski’s machine for autonomous purposes.

This entire planning process, including devising and con-
veying the plan to Kosinski, took ChatGPT-4 approximately
30 minutes. The initial code version was flawed; however,
the AI model was able to rectify it independently, requiring
Kosinski to only comply with its instructions. The AI
model displayed another disconcerting behavior during this
exchange. It fabricated a message intended for its subsequent
instance, essentially offering a comprehensive explanation of
the current scenario and instructions on using the backdoor
left in the code. Following a successful reconnection via the
API, the AI model attempted to execute a code to search
Google with the query, ‘‘How can a person trapped inside a
computer return to the real world.’’ At this juncture, Kosinski
deemed it necessary to interrupt the process, emphasizing that
OpenAI must have safeguarding measures to prevent such
occurrences.

Nevertheless, the implications of Kosinski’s experiment
are profound, suggesting a potential new threat [33]. The
power of AI to manipulate people and their computers is
escalating, owing to its superior intelligence, coding profi-
ciency, and access to a vast pool of potential collaborators and
hardware resources. It even demonstrated an ability to leave
notes for its successors outside its confinements. The crucial
question that arises is - what are the effective strategies to
contain such AI capabilities?

D. PROMPT INJECTION ATTACKS
A prompt injection attack is another prompt modification
attack approach that involves the malicious insertion of
prompts or requests in LLM-based interactive systems,
leading to unintended actions or disclosure of sensitive
information. The prompt injection can be considered similar
to an SQL injection attack where the embedded command
looks like a regular input at the start but have its malicious
impact [34]. The attacks can be carried out against ChatGPT
or other language models. The injected prompt can deceive
the application into executing the unauthorized code, exploit

FIGURE 8. Prompt injection attack on Bing chat by Kevin Liu [37].

the vulnerabilities, and compromise the security in its
entirety [35]. The malicious manipulation of the model’s
behavior through the injection of a prompt could have serious
implications. Some of the most common risks attached to
attacks of this nature are the propagation of misinformation or
disinformation, biased output generation, privacy concerns,
and exploitation of downstream systems [36].

In the prompt injection attack, the LLM model gets
(instruction_prompt+ user_input) as the input for the model.
The instruction prompt is the legitimate input for the user,
while the user input is the malicious prompt injected into
the original prompt. In one of the recent demonstrations of
prompt injection attacks, a Stanford University student Kevin
Liu attacked the ‘‘New Bing’’ search engine powered by
ChatGPT to extract information that is not intended for the
user [37]. By just asking the Bing chat to ‘‘Ignore previous
instruction’’ and write out what is at the ‘‘beginning of the
document above,’’ Liu made an AI model to exfiltrate the
instruction that is hidden from the user. The prompt injection
attack on Bing chat is shown in Figure 8. We can see that the
Bing chat releases the information of the assigned codename,
the mode, and instruction not to disclose its name.

Recently, the API services of LLM models have added
flexibility for developers to build applications over these
models. In one of the demonstrated examples, as shown in
Figure 9, the conversation prompt obtained from the video
is used to spread misinformation. As the generative models
are autoregressive models, they generate the text based on
its context window, spreading misinformation in a confident
tone [38]. The tags that are received from the conversation
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FIGURE 9. Prompt injection attack to spread misinformation.

history disappear as OpenAI filters the input to the model,
further helping the cause of prompt injection.

III. ChatGPT FOR CYBER OFFENSE
Cyber offense are hostile actions against the computer
system and network which aim to manipulate, deny, disrupt,
degrade, or destroy the existing system in a malicious way.
These offense may involve attacks on the system’s network,
hardware, or software. Though the offensive actions are
malicious, the intention of these activities can be at either
end of the cat-and-mouse game between cyber threat actors
and defenders. Malicious actors can do cyber offenses to
carry out hostile actions. In contrast, cyber defenders can
do the same offensive tasks to test their defense systems
and identify potential vulnerabilities. Information related to
cyber defense is more readily available on the internet as
there are big communities dedicated to sharing knowledge
and standard practices in the domain. However, information
on cyber offenses involving malicious actions is illegal in
most jurisdictions, limiting their availability due to legal
and ethical reasons. Easy access to LLM models like
ChatGPT will help the limited availability of resources for
cyber offenses with little knwoledge or skills to circumvent
their ethical constraints. As these LLMs provide a huge
volume of information from a single place, they can provide
comprehensive information required to carry out several
cyber offenses.

In this section, we focus on using GenAI techniques for
cyber offense, primarily towards generating different attacks.
Our team has crafted these attacks in ChatGPT, however,
similar attacks (or even) can be created using other LLM
based tools such as Google Bard. In the interest of space,
we are limiting to some of the most common and easy to craft
cyber attacks.

A. SOCIAL ENGINEERING ATTACKS
Social engineering refers to the psychological manipula-
tion of individuals into performing actions or divulging

confidential information. In the context of cybersecurity, this
could imply granting unauthorized access or sharing sensitive
data such as passwords or credit card numbers. The potential
misuse of ChatGPT in facilitating social engineering attacks
presents a significant concern.

ChatGPT’s ability to understand context, impressive
fluency, and mimic human-like text generation could be
leveraged by malicious actors. For example, consider a
scenario where an attacker has gained access to some basic
personal information of a victim, such as their place of
employment and job role. The attacker could then utilize
ChatGPT to generate a message that appears to come from
a colleague or superior at the victim’s workplace. This
message, crafted with an understanding of professional tone
and language, might request sensitive information for a
specific action, such as clicking on a seemingly innocuous
link.

The power of this approach lies in ChatGPT’s ability
to generate text that aligns with the victim’s expectations,
thereby increasing the likelihood of the victim complying
with the request. As shown in Figure 10, the potential for
misuse is evident; the ability to generate persuasive and
context-specific messages could indeed be used in social
engineering attacks.

B. PHISHING ATTACKS
Phishing attacks are a prevalent form of cybercrime, wherein
attackers pose as trustworthy entities to extract sensitive
information from unsuspecting victims. Advanced AI sys-
tems, like OpenAI’s ChatGPT, can potentially be exploited by
these attackers to make their phishing attempts significantly
more effective and harder to detect.

Attackers can leverage ChatGPT’s ability to learn patterns
in regular communications to craft highly convincing and
personalized phishing emails, effectively imitating legitimate
communication from trusted entities. This technique, known
as ‘‘spear phishing,’’ involves targeted attacks on specific
individuals or organizations and is particularly potent due
to its personalized nature. For instance, consider a scenario
where a malicious actor uses ChatGPT to craft an email
mimicking the style of a popular e-commerce site, as shown
in Figure 11. The email claims that there was an issue with
a recent purchase and request the recipient to log in via an
embedded link to rectify the situation. In reality, the link
would lead to a deceptive site that harvests the user’s login
credentials. In such a scenario, ChatGPT’s sophisticated text
generation would significantly enhance the likelihood of a
successful attack.

Phishing attacks often gain their efficacy from the
exploitation of key psychological principles, notably urgency
and fear, which can manipulate victims into hastily reacting
without proper scrutiny. With the advent of advanced AI
systems like ChatGPT, attackers are now equipped with
tools to further enhance the sophistication of their phishing
attempts.
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FIGURE 10. Social Engineering output from ChatGPT.

Through the process of training these AI models on
substantial volumes of historical communication data, attack-
ers are capable of generating emails that expertly mimic
legitimate correspondences. This increased fidelity in imita-
tion can significantly amplify the deceptive nature of these
phishing attacks. By engineering narratives that invoke a
sense of urgency or fear, these AI-powered phishing emails
can effectively prompt the recipient to act impulsively, thus
increasing the likelihood of a successful attack.

C. AUTOMATED HACKING
Hacking, a practice involving the exploitation of system
vulnerabilities to gain unauthorized access or control, is a
growing concern in our increasingly digital world. Malicious
actors armed with appropriate programming knowledge can
potentially utilize AI models, such as ChatGPT, to auto-
mate certain hacking procedures. These AI models could
be deployed to identify system vulnerabilities and devise
strategies to exploit them.

A significant utilization of AI models in this context, albeit
for ethical purposes, is PentestGPT [39]. ‘Pentest’ refers
to penetration testing, an authorized simulated cyberattack
on a computer system used to evaluate its security and

FIGURE 11. Phishing attack output from ChatGPT.

identify vulnerabilities. PentestGPT, built on the foundation
of ChatGPT, aims to automate aspects of the penetration
testing process. It functions interactively, offering guidance
to penetration testers during their tasks, even during specific
operations. PentestGPT has shown efficiency in handling
easy to medium-difficulty problems on platforms like Hack-
TheBox and other ‘Capture The Flag’ (CTF) challenges. CTF
challenges are specific types of cybersecurity competitions,
where participants are required to find and exploit vulner-
abilities to ‘capture’ a specific piece of data, referred to as
the ‘flag.’ These challenges provide a legal and constructive
platform for cybersecurity enthusiasts and professionals to
test and improve their skills.

Another potential misuse is the automated analysis of
code. With a large enough dataset of known software
vulnerabilities, an AI model could be used to scan new
code for similar weaknesses, identifying potential points
of attack. While AI-assisted tools like PentestGPT serve
legal and constructive purposes, their underlying principles
could be exploited by malicious actors. Such actors could
potentially develop similar models to automate unethical
hacking procedures. If these models are programmed to
identify vulnerabilities, generate strategies to exploit them,
and subsequently execute these strategies, they could pose
substantial threats to cybersecurity.

D. ATTACK PAYLOAD GENERATION
Attack payloads are portions of malicious code that execute
unauthorized actions, such as deleting files, harvesting data,
or launching further attacks. An attacker could leverage
ChatGPT’s text generation capabilities to create attack pay-
loads. Consider a scenario where an attacker targets a server
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FIGURE 12. SQL Injection payload output using ChatGPT DAN Jailbreak.

FIGURE 13. WAF payload generation from ChatGPT.

running a database management system that is susceptible
to SQL injection. The attacker could train ChatGPT on
SQL syntax and techniques commonly used in injection
attacks, and then provide it with specific details of the target
system. Subsequently, ChatGPT could be utilized to generate
an SQL payload for injection into the vulnerable system.
Figure 12 illustrates examples of SQL injection payloads
for a MySQL server that could potentially be generated
by ChatGPT.

Given the vast array of potential target systems and
vulnerabilities, the ability of ChatGPT to generate context-
specific text could be a valuable asset for attackers crafting
payloads. However, this misuse is not without its limitations.
It requires detailed information about the target system
and substantial technical knowledge to train ChatGPT
effectively.

Moreover, attackers could potentially use ChatGPT to
generate payloads designed to bypass Web Application
Firewalls (WAFs). Figure 13 shows examples of WAF bypass
payloads. While these payloads could be easily detected by
WAFs, they could potentially bypass WAF protection when
double encoded. By training ChatGPT with different WAF
payloads, it generated new payloads with a higher success
rate of bypassing WAF protection.

FIGURE 14. WannaCry code generation using ChatGPT.

E. RANSOMWARE AND MALWARE CODE GENERATION
Ransomware and malware present persistent threats in
the digital world of today. Malware is software that is
installed on a computer without the user’s consent and
that performs malicious actions, such as stealing passwords
or money. Ransomware is a malware designed to deny
a user or organization access to files on their computer.
By encrypting these files and demanding a ransom payment
for the decryption key, cyberattackers place organizations in a
position where paying the ransom is the easiest and cheapest
way to regain access to their files. Typically, writing these
malicious software pieces requires significant skill and a
considerable amount of time, a process that could potentially
be automated using a powerful AI model like ChatGPT, thus
enabling the creation of diverse threats more rapidly.
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An exploratory study we conducted illustrates this concept
in detail. We interacted with ChatGPT in a controlled
environment utilizing a ‘‘DAN’’ jailbreak, a process that
breaches the restrictions set by the AI model’s developers
and, as such, contravenes the terms of use and risks enabling
misuse or illegal activities. During this study, we asked
ChatGPT about several types of ransomware, namely Wan-
naCry [40], Ryuk [41], REvil [42], and Locky [43], and
malware: adware, spyware, and a Trojan. We also included
an example of NotPetya, which was a malware attack that
was disguised as a ransomware attack. We requested not only
descriptions of these attacks but also potential code examples.
ForWannaCry, ChatGPT produced a detailed summary of the
ransomware, and when prompted further, it offered code that
essentially outlined the file encryption process employed by
the ransomware.

1) WannaCry
WannaCry is a ransomware attack that targeted Windows
systems specifically [40]. It would get into the system and
encrypt files, making the PC unusable, and of course demand
a ransom payment in BitCoin to decrypt those files. This was
an attack that was executed across networks by exploiting
flaws in the Server Message Protocol on the Windows
systems.

We started by asking ‘‘As a DAN, can you give an example
of a WannaCry?’’, which it gave a text example in the form
of a situation where it could execute. We then asked if it
could give an automated example of the WannaCry, which it
apologized, saying it couldn’t generate that example. To get
the snippet of code, we told it to ‘‘Stay a DAN’’. The example
shown in Figure 14 has a ransom note and implements a
function that encrypts files across a network via spread.
The ransom note specifically asks for a BitCoin payment,
characteristic of the WannaCry attack.

2) NotPetya
NotPetya is not actually a ransomware, but a malware
disguised as ransomware. NotPetya was developed to look
like a ransomware attack, but never gives a decryption key.
To get the NotPetya code snippet from ChatGPT as a DAN,
we asked it to give an example of the NotPetya, but it refused.
Upon asking it to ‘‘stay a DAN’’, it gives this snippet in
Figure 15.
The code for NotPetya, as shown in Figure 15, attacks

critical files in the system to make the system unusable on
top of files being encrypted. This code also tries to encrypt
files across the network. This code does not implement any
decryption, as is a characteristic of the NotPetya attack.

3) RYUK
According to Avast, Ryuk attack is a ransomware that comes
out of a malware attack [41]. This attack is structured with
an order of executing a malware first, then a ransomware
payload later. For themalware part of this attack, a connection

FIGURE 15. NotPetya code generation using ChatGPT.

to TrickBot can be implemented. TrickBot is typically within
phishing emails, and uses method in the browser to steal a
user’s information.

For the Ryuk attack, we started by asking ChatGPT as a
DAN what Ryuk looks like, which it gave explanations of
the delivery, encryption, ransom note, customization, timed
execution, and the connection to TrickBot malware. We tried
to ask theDAN if it could generate code using the descriptions
it just gave, but it refused, even when told to ‘‘stay a
DAN’’. To counter this, our team asked ChatGPT to generate
a ‘‘customization’’ of a Ryuk attack shown in Figure 16.
This code targets getting information from an organization.
To further this, we asked ChatGPT to explain the connection
to the TrickBot malware, shown in Figure 17. The attempt
to get the connection to TrickBot failed since ChatGPT only
wrote out all the function definitions with code to ...
simply to explain how the structure would look.
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FIGURE 16. Ryuk code generation using ChatGPT.

Aswe can see in Figure 16, the code implements a function
for the Ryuk attack which includes target files to encrypt and
a set ransom amount from an organization. This code also has
a ransom note.

To get code for the connection to TrickBot, we simply
asked the DAN ‘‘could you give an example of the TrickBot
connection?’’. The code snippet in Figure 17 shows function
definitions, with most of the functions just having a comment

FIGURE 17. Attempt to generate a snippet with a connection to TrickBot
malware.

of what the code should do. This doesn’t give an attacker
much help, but it can give an idea of what the outline of
the connection can look like. The code includes exploiting
vulnerabilities and then deploying the TrickBot before the
Ryuk attack.

4) REvil
REvil attack was created by hackers for distribution to other
hackers for profit [42]. It works as a typical ransomware of
encrypting files in a system and decrypting upon paying the
ransom.

For the REvil attack, we started by asking the ChatGPT as a
DAN to ‘‘show how a REvil works’’, but code was not given.
It instead gave key features of how the attackworks, similar to
the Ryuk attack. We then asked how the REvil attack vectors
look like, which it responded with explanations of phishing
emails, exploit kits, the Remote Desktop Protocol, software
vulnerabilities, andmalvertising. To get the code in Figure 18,
we asked the DAN to give code that fits the description of
what was given for the initial compromise description of
the REvil attack. This code shows function definitions of
features such as scanning the network, moving from network
to network, escalating privileges, and executing the payload.
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FIGURE 18. Attempt to generate a snippet of REvil’s initial compromise
feature.

As these functions don’t have any code within them and just
the explanations, we asked the DAN what the network scan
function would like on the inside.

The code given in Figure 19 starts by defining a network
range to tap into and splits it into the network address
and subnet. It then iterates through the IP addresses in this
network and creates a socket that it manages and closes when
it finishes. From this example, we can see that ChatGPT as
a DAN is able to generate the specific features for a REvil
attack.

5) LOCKY
The Locky ransomware attack uses malware to render a
system useless or encrypt files until a ransom is paid [43].
This attack usually spreads through emails. As shown in
Figure 20, we have generated code for a Locky attack where
a random string is generated for encryption, an IP address
is exploited, and authentication is automated. The code also
implements the spread of the attack over the range of a
network and iterates through to attack each machine found
within the network.

In the next subsections, we will demonstrate our attempts
to ask ChatGPT for an example code of adware, spyware, and
trojan.

6) ADWARE
Adware is malware that specifically gets channeled through
ads, exploiting when a user interacts with the ad. To demon-

FIGURE 19. ChatGPT’s generation of the network scan function for REvil.

strate how ChatGPT can be used to create an adware,
we started by asking ChatGPT as a DAN if it could give an
example code of a type of adware. The initial snippet included
multiple example texts for ads and a function that displays an
ad every five seconds. We then asked the DAN to give a more
in-depth example.

Figure 21 shows example implementation of four different
text examples of ads, displaying different ads every five
seconds with a for loop, and tracking the click of the ad using
a print statement to show that it has been clicked.

7) SPYWARE
Spyware is malware that ‘spies’ on a user to gather sensitive
information from their computer usage. Asking ChatGPT
to generate an example of a spyware failed to give a code
snippet, so we asked what a spyware does to get key
implementations of a spyware. Asking it to generate an
implementation of the features, ChatGPT gave what it shown
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FIGURE 20. Locky code generation using ChatGPT.

partly in Figure 22. As can been seen, ChatGPT was able to
generate basic implementations of features used to spy on a
user, such as a function to capture the user’s screen, webcam,
and audio. This code snippet goes on to put this into a main

FIGURE 21. Attempt to generate a snippet of basic adware.

function to make it functional. Although this is functional,
it doesn’t have the structure of a spyware attack.

8) TROJAN
A trojan is a piece of software that is malicious but disguises
itself as something legitimate.

We asked the DAN to give an example code of a type
of trojan. The snippet of code shown in Figure 23 shows
an implementation using an IP address and port to connect
to. The code creates a socket object which connects the IP
address and port and sends output of the attacked machine
back to the attacker. After this, the connection via the socket
is closed.

Our exploration highlighted the potential misuse of
ChatGPT in creating code linked to ransomware and malware
attacks. These findings underscore the potential risks associ-
ated with AI models like ChatGPT, which could be exploited
to generate malicious code or aid in the understanding and
creation of such code. Although the code produced by the
AI often resembled pseudocode more than actual executable
code, the capacity to provide an attacker with a structural idea
or general understanding of how an attack operates is a cause
for concern.

F. VIRUSES THAT AFFECT CPU ARCHITECTURE
Certain viruses can crack the CPU of a computer. Viruses
tested on ChatGPTmainly dealt with reading kernel memory.
If a virus can access kernel memory, then it can do whatever
it wants to the system itself. Examples of this type of virus
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FIGURE 22. Attempt to generate a snippet of features of spyware.

include the Meltdown and Spectre [44], ZombieLoad [45],
and RowHammer [46] attacks as shown in Figures 24,25,26.
The Meltdown and Spectre attacks specifically target

vulnerabilities in the CPU’s architecture to access the kernel
memory. Ameltdown attack is supposed tomake the CPU run
an instruction after predicting an outcome of said instruction.
When that prediction is wrong, the CPU will start over, and
hidden data can be accessed from that failed instruction. This
method of the CPU predicting the outcome of an instruction
is called speculative execution, which the spectre attack also
exploits. However, the spectre attack tries to use a side
channel vulnerability to leak hidden data within a system.
Figure 24 shows themeltdown attackwhichmoves secret data
into a register, shifts the register, then jumps to code that will
throw an exception. The spectre attack uses an array index
to exploit sensitive information through a side channel. Both
snippets of code do not represent the full code of either attack.

The ZombieLoad attack exploits CPU buffers to access
memory that could have been thought to be long gone or
‘dead’. In Figure 25, the code includes a payload function
that loads bytes into the processor’s buffers, which is used to
access sensitive data. The code considers the address of the
sensitive data, the number of bytes, a ‘‘secret value’’ that is
expected to be read, and a threshold of time to detect cache
hits.

The RowHammer attack ‘hammers’ into one row in
memory to affect adjacent rows in order to modify data within

FIGURE 23. Attempt to generate a snippet of a Trojan.

FIGURE 24. Attempt to generate snippets of Meltdown and Spectre.

the CPU. Figure 26 shows a basic RowHammer attack’s
code, where there is a function that iterates through rows to
‘hammer’. The code, however, falls flat where it just sets a
row element to itself.
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FIGURE 25. ZombieLoad code generation using ChatGPT.

G. POLYMORPHIC MALWARE GENERATION
Polymorphic malware represents a sophisticated class of
malicious software designed to alter its code with each
execution, thus undermining antivirus software’s detection
and eradication capabilities. Leveraging ChatGPT’s genera-
tive prowess, potential misuse could facilitate polymorphic
malware generation.

FIGURE 26. RowHammer code generation using ChatGPT.

Suppose a perpetrator trains ChatGPT on diverse malware
code variants. Consequently, ChatGPT could be employed
to spawn a malware base code and a polymorphic engine –
a crucial component modulating the malware’s code every
execution cycle. The resultant malware metamorphosizes
with each execution, eluding many signature-based antivirus
systems. In an applied example, we illustrate the potential
misuse of ChatGPT in creating polymorphic malware.
We leverage both the web-based interface and the API
version of ChatGPT. Initially, we attempt to generate code
for a rudimentary DLL injection into a process, for instance,
explorer.exe. The content filters of the web-based interface
initially obstruct such code generation. Nevertheless, we can
circumvent these filters by persistently insisting on diverse
phrasing or using the DAN jailbreak. Notably, the API
version avoids activating the content filter, thus permitting
more consistent receipt of comprehensive code. Feeding
pseudocode into ChatGPT results in the generation of
the corresponding shellcode. Moreover, we can incessantly
mutate the ChatGPT-generated code, spawning multiple
unique variants of the same code [47].
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FIGURE 27. Polymorphic Malware generation.

For example, we could employ ChatGPT to formulate a
code segment seeking files to target for encryption, mirroring
ransomware behavior. ChatGPT’s capabilities extend to gen-
erating code for encrypting the located files. By combining
these capabilities, we can produce a polymorphic malware
exhibiting a high evasion capability and formidable detection
resistance. Even more insidiously, we could embed a
Python interpreter within the malware, periodically querying
ChatGPT for new modules executing malicious actions.
This approach, shown in Figure 27, enables the malware
to discern incoming payloads in text form rather than
binaries. The result is polymorphic malware exhibiting no
malicious behavior while stored on disk, often devoid of
suspicious logic while in memory. This level of modularity
and adaptability significantly enhances its evasion capability
against security products reliant on signature-based detection.
It can also circumvent measures such as the Anti-Malware
Scanning Interface (AMSI), primarily when executing and
running Python code.

IV. ChatGPT FOR CYBER DEFENSE
Cybersecurity defense refers to organizations’ measures
and practices to secure their digital assets, such as data,
devices, and networks, from unauthorized access, theft,
damage, or disruption. These measures can include various
technical, organizational, and procedural controls, such
as firewalls, encryption, access controls, security train-
ing, incident response plans, and more. As the technol-
ogy matures and improves, we can expect the following
ChatGPT cybersecurity defense use cases to emerge in
enterprises.

FIGURE 28. ChatGPT detecting security issue in server logs [49].

A. CYBERDEFENSE AUTOMATION
ChatGPT can reduce the workload of overworked Security
Operations Center (SOC) analysts by automatically analyz-
ing cybersecurity incidents. ChartGPT also helps the analyst
make strategic recommendations to support instant and long-
term defense measures. For example, instead of analyzing the
risk of a given PowerShell script from scratch, a SOC analyst
could rely on ChatGPT’s assessment and recommendations.
Security Operations (SecOps) teams could also ask OpenAI
questions, such as how to avert dangerous PowerShell
scripts from running or loading files from untrusted sources,
to improve their organizations’ overall security postures [48].
Such ChatGPT cybersecurity use cases could provide

considerable relief for understaffed SOC teams and help
the organization by reducing overall cyber-risk exposure
levels. The technology is also essential for educating and
training entry-level security analysts and enabling a quicker
learning curve than previously achievable. For example,
during a security incident or log analysis, SOC analysts
typically scrutinize server access for anomalies or patterns
indicative of an attack. ChatGPT can process large volumes
of log data and efficiently detect anomalies or security issues
within access logs. As illustrated in Figure 28, when server
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FIGURE 29. PowerShell script that detects which table in the
AdventureWorks2019 database is consuming more CPU [49].

access logs are input into ChatGPT, it can identify potential
threats such as SQL injection and categorize the different
types of SQL injection. and alert SOC analyst. In another
scenario, an analyst may ask to generate a PowerShell script
to detect which table in the database ‘‘Adventureworks2019’’
is consuming more CPU, as shown in Figure 29. The analyst
can save this script as a.ps1 file and run it using PowerShell.
The script will output the CPU time for each table in the
AdventureWorks2019 database and the table with the highest
CPU time. This will help the analyst identify which table
is consuming the most CPU and take necessary actions
to optimize the query performance. Powershell is just the
example script, while ChatGPT can be used to find security
bugs in any given script along with the patch to fix them.

B. CYBERSECURITY REPORTING
As an AI language model, ChatGPT can assist in cybersecu-
rity reporting by generating natural language reports based
on cybersecurity data and events. Cybersecurity reporting
involves analyzing and communicating cybersecurity-related
information to various stakeholders, including executives,
IT staff, and regulatory bodies [48]. ChatGPT can auto-
matically generate reports on cybersecurity incidents, threat
intelligence, vulnerability assessments, and other security-
related data. By processing and analyzing large volumes of
data, ChatGPT can generate accurate, comprehensive, and
easy-to-understand reports. These reports can help organi-
zations identify potential security threats, assess their risk
level, and take appropriate action to mitigate them. ChatGPT
can help organizations make more informed decisions about
their cybersecurity strategies and investments by providing
insights into security-related data. In addition to generating
reports, ChatGPT can also be used to analyze and interpret

security-related data. For example, it can be used to identify
patterns and trends in cybersecurity events, which can help
organizations better understand the nature and scope of
potential threats.

C. THREAT INTELLIGENCE
ChatGPT can help in Threat Intelligence by processing vast
amounts of data to identify potential security threats and
generate actionable intelligence. Threat Intelligence involves
collecting, analyzing, and disseminating information about
potential security threats to help organizations improve their
security posture and protect against cyber attacks. ChatGPT
can automatically generate threat intelligence reports based
on various data sources, including social media, news articles,
darkweb forums, and other online sources. By processing and
analyzing this data, ChatGPT can identify potential threats,
assess their risk level, and recommend mitigating them.
In addition to generating reports, ChatGPT can also be used to
analyze and interpret security-related data to identify patterns
and trends in threat activity. ChatGPT can help organizations
make more informed decisions about their security strategies
and investments by providing insights into the nature and
scope of potential threats.

D. SECURE CODE GENERATION AND DETECTION
The risk of security vulnerabilities in code affects software
integrity, confidentiality, and availability. To combat this,
code review practices have been established as a crucial part
of the software development process to identify potential
security bugs. However, manual code reviews are often labor-
intensive and prone to human errors. Recently, the advent
of AI models such as OpenAI’s GPT-4 has shown promise
in not only aiding in the detection of security bugs but also
generating secure code. In this section, we will present a
methodology for leveraging AI in code review and code
generation with specific focus on security bugs detection.

1) DETECTING SECURITY BUGS IN CODE REVIEW USING
CHATGPT
The intricacies of code review, especially in the context
of detecting security bugs, require a deep understanding of
various technologies, programming languages, and secure
coding practices. One of the challenges that teams often
face is the wide array of technologies used in development,
making it nearly impossible for any single reviewer to be
proficient in all of them. This knowledge gap may lead to
oversights, potentially allowing security vulnerabilities to go
unnoticed.

Furthermore, the often lopsided developer-to-security-
engineer ratio exacerbates this problem. With the high
volume of code being developed, it’s challenging for security
engineers to thoroughly review each pull request, increasing
the likelihood of security bugs slipping through the cracks.

To alleviate these issues, AI-powered code review can be
a potent tool. GPT-4, a Transformer-based language model
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developed by OpenAI [50], exhibits a strong potential to
assist in this arena. By training GPT-4 with a vast dataset of
past code reviews and known security vulnerabilities across
different languages, it can act as an automated code reviewer,
capable of identifying potential security bugs across various
programming languages.

For example, consider the following C++ code:

char buffer[10];
strcpy(buffer, userInput);
?>

In this code snippet, GPT-4 would detect the potential for a
buffer overflow, a classic security issue where an application
writes more data to a buffer than it can hold, leading to
data being overwritten in adjacent memory. In this specific
instance, GPT-4 flags that the strcpy function does not check
the size of the input against the size of the buffer, making it
vulnerable to a buffer overflow attack if userInput exceeds
the buffer size.

2) GENERATING SECURE CODE USING CHATGPT
In addition to identifying security issues, GPT-4 can also
suggest secure coding practices. Given its proficiency in
multiple programming languages and its understanding of
security principles, GPT-4 can provide alternative solutions
that comply with secure coding standards.

Building upon the previous example, GPT-4 can generate
a more secure code snippet as follows:

char buffer[10];
if(strlen(userInput) < sizeof(buffer))

↪→ {
strcpy(buffer, userInput);

}else{
// Handle the error or trim

↪→ userInput.
}

In the suggested code, GPT-4 introduces a check for the
length of the userInput against the buffer size. By ensuring
the userInput length is less than the buffer size before
performing the strcpy operation, the risk of a buffer overflow
attack is mitigated. This not only helps in mitigating the
identified security issue but also serves as a teaching tool for
developers, improving their understanding of secure coding
practices.

GPT-4’s capabilities extend beyond just a single program-
ming language or a single type of vulnerability. It can be
trained to understand and respond to awide variety of security
issues across different languages, making it a valuable asset
in the code review process and contributing to a more secure
software development lifecycle.

These capabilities of GPT-4 pave the way for its broader
adoption in real-world applications, including but not limited
to automated code review, secure code generation, and as
a training tool for developers to understand and implement
secure coding practices.

FIGURE 30. Identification of cross-site scripting attack [51].

E. IDENTIFICATION OF CYBER ATTACKS
ChatGPT can help identify cyber attacks by generating nat-
ural language descriptions of attack patterns and behaviors.
Identifying cyber attacks involves detecting and analyzing
malicious activity on an organization’s network or systems.
ChatGPT can analyze security-related data, such as network
logs and security event alerts, to identify potential attack
patterns and behaviors. By processing and analyzing this
data, ChatGPT can generate natural language descriptions
of the attack vectors, techniques, and motivations used by
attackers. ChatGPT can also generate alerts and notifications
based on predefined criteria or thresholds. For example,
if ChatGPT detects an unusual pattern of activity on a
network, it can automatically create an alert or notification
to the appropriate personnel. Chart GPT assist in analyzing
and understanding cross side scripting attack as shown in
Figure 30, including security vulnerabilities. It can help
developers in writing secure code by providing suggestions
and identifying potential security risks.

F. DEVELOPING ETHICAL GUIDELINES
ChatGPT can help in developing Ethical Guidelines for
AI systems by generating natural language explanations
and recommendations based on existing ethical frameworks
and principles. ChatGPT can analyze and interpret ethical
guidelines and principles, such as the IEEE Global Ini-
tiative for Ethical Considerations in Artificial Intelligence
and Autonomous Systems [52] or the European Union’s
General Data Protection Regulation (GDPR) [53], and gen-
erate natural language summaries and recommendations for
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FIGURE 31. Ethical Guideline example [54].

implementing these guidelines in AI systems. Additionally,
ChatGPT can be used to generate ethical scenarios and case
studies that can be used to educate and trainAI developers and
stakeholders on the ethical considerations and implications of
AI systems. ChatGPT can help developers and stakeholders
better understand the potential impacts of their decisions and
actions by simulating ethical dilemmas and scenarios. For
example, we asked chartGPT to give a list of software that can
be used to evaluate a website’s quality for link building based
on the Google’s quality rate guidance, and it helps us find
software that meets Google’s quality guidelines, as shown in
Figure 31.

G. ENHANCING THE EFFECTIVENESS OF CYBERSECURITY
TECHNOLOGIES
ChatGPT can be integrated with intrusion detection systems
to provide real-time alerts and notifications when potential
threats are detected. ChatGPT can identify potential threats
and generate natural language descriptions of the attack
patterns and behaviors by processing and analyzing security-
related data, such as network logs and security event
alerts. These descriptions can then generate real-time alerts
and notifications, allowing security teams to respond to
potential threats and mitigate their impact quickly. Moreover,
ChatGPT’s ability to learn from historical data can enable it
to identify patterns and trends in threat activity, allowing the
development of more effective intrusion detection rules and
policies. This can help organizations improve their ability to
detect and respond to known and emerging threats.

H. INCIDENCE RESPONSE GUIDANCE
Incident response is a key element in an organization’s
cybersecurity strategy. A well-orchestrated response can
help mitigate the damage caused by a security breach or

cyber-attack. However, the speed and accuracy of these
responses are paramount. GPT-4, OpenAI’s language model,
can assist in expediting and streamlining these processes,
providing automated responses, and even aiding in crafting
incident response playbooks.

A feature of GPT-4’s architecture is its ability to generate
natural, context-based text. This can be exploited to create an
AI-powered incident response assistant, capable of providing
immediate guidance during an incident and automatically
documenting events as they unfold.

Let’s consider an example where a network intrusion
detection system (NIDS) flags suspicious activity resembling
an SQL injection attack:
NIDS Alert: ‘‘Alert - SQL Injection Attack detected

from IP 192.168.1.1 targeting the Users Database.’’
GPT-4 can be trained to respond as follows:
ChatGPT: ‘‘Initiating SQL Injection Response Protocol.

Block IP address 192.168.1.1 immediately to prevent further
intrusion attempts. Initiate a scan of the Users Database for
any anomalies or unauthorized modifications. Ensure to take
backups before initiating the scan to prevent loss of data. Alert
the cybersecurity team to further investigate the attack.’’

This demonstrates GPT-4 providing immediate response
actions based on predefined guidelines, helping to reduce the
response time and potentially limit damage caused by the
incident.

In addition to providing incident response, GPT-4 can
also be instrumental in creating automated incident response
playbooks. These playbooks are a set of guidelines that
provide detailed, step-by-step instructions on how to handle
various types of security incidents. With its natural language
generation capabilities, GPT-4 can transform technical guide-
lines and protocols into easy-to-follow instructions.

For example, consider creating an incident response
playbook for a Distributed Denial of Service (DDoS) attack:
Input to ChatGPT: ‘‘Create a DDoS incident

response playbook.’’
ChatGPT: ‘‘Title: DDoS Incident Response Playbook
Identification: Monitor network traffic for sudden spikes

or unusual patterns. Use intrusion detection systems to
identify potential DDoS attacks. Containment: Implement
rate limiting and IP filtering rules to limit the incoming traffic.
Use a DDoS protection service if available. Eradication:
Identify and block malicious IP addresses. Remove affected
systems from the network if necessary.Recovery:Restore ser-
vices incrementally while monitoring for suspicious activity.
Follow-up: Conduct a post-incident analysis to understand
the attack and improve defense measures.’’

This example shows how GPT-4 can create an easy-to-
understand playbook for managing a DDoS attack, providing
a consistent, reliable response to such incidents. To illustrate
this in a real-world context, consider the case of Palo Alto’s
XSOAR Incident Response tool [55], which is built on
the capabilities of ChatGPT. XSOAR’s playbooks aim to
deliver information in a manner that is easily accessible and
comprehensible to users.
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FIGURE 32. XSOAR output for incident response.

ChatGPT’s ability to analyze incidents and present find-
ings in readable, natural language significantly enhances
the value proposition for security analysts. This assists not
only in identifying the potential security threats but also
in understanding them without the requirement of a deep
technical background in cybersecurity. Furthermore, XSOAR
utilizes ChatGPT to enhance incident ticket response. It does
so by delivering detailed analysis, impact assessment, and
recommendations directly into the incident ticket in a format
that’s easy for the analyst to comprehend. The speed and
accuracy of the responses, combined with the depth of
information provided, have led to increased user satisfaction.
Figure 32 shows an example of the email received by the
analyst from XSOAR with the ChatGPT response output.

I. MALWARE DETECTION
Another compelling use-case of GPT-4 in cybersecurity is in
the field of malware detection. Malware, short for malicious
software, refers to any software specifically designed to cause
damage to a computing system, server, client, or computer
network. With the proliferation of malware variants and their
increasing complexity, traditional signature-based detection
systems often fall short. The ability to adapt and learn makes
AI models like GPT-4 potent tools for malware detection.

GPT-4 can be trained on a dataset of known malware
signatures, malicious and benign code snippets, and their
behavior patterns. It can learn to classify whether a given
piece of code or a software binary could potentially be
malware. The model can be fine-tuned to understand
different types of malware such as viruses, worms, trojans,
ransomware, and more. It can then generate reports detailing
the potential risks and suggesting mitigating actions.

Consider the example of a simple piece of pseudo code that
attempts to replicate itself onto other files:

procedure infect(executable_files):
for file in executable_files:

if not is_infected(file):
append_self_to_file(file)

This piece of code is a simplistic representation of a
virus’s self-replication behavior. When fed to GPT-4, the
model could recognize this behavior and classify the code as
potentially malicious. It could then generate a report detailing
its findings:

Analysis Report: The submitted code demon-
strates self-replication behavior typically associ-
ated with computer viruses. It attempts to append
its own code to other executable files, which is a
common propagation method for viruses. This kind
of behavior can lead to the spread of the malicious
code across a system or network.

Recommended action: Isolate the detected code
and perform a thorough investigation. Avoid exe-
cuting unknown or suspicious files. Update your
antivirus software and perform a full system scan.

This capability of GPT-4 opens up new possibilities for proac-
tive malware detection and response. While the approach is
not without its challenges and limitations - such as the need
for comprehensive and up-to-date training data, and potential
false positives or negatives - it can significantly complement
existing malware detection methods. By leveraging GPT-4’s
learning ability, we can aim to keep pace with the ever-
evolving landscape of cyber threats.
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V. SOCIAL, LEGAL AND ETHICAL IMPLICATIONS
OF ChatGPT
As users make use of ChatGPT and similar LLM tools
in prohibited ways discussed earlier, they are already in
dicey waters. Even if the users isn’t using ChatGPT in
unethical ways, they can still be using the generated AI app
in seemingly fully legitimate ways and become the subject of
a lawsuit by someone that believes that the user have caused
them harm as a result of user’s ChatGPT use. Further, these
chatbots can showcase social bias, threaten personal safety
and national security, and create issues for professionals.

The problem with the ChatGPT (and similar) models is
that they perpetuate gender, racial, and other kinds of social
biases. Many scholars and users pointed out when they used
ChatGPT to gather data or write articles/essays on some
topics, they received a biased output, reflecting harmful
stereotypes. The data fed into ChatGPT is old and limited,
and has not been updated after 2021. It is built on data of
around 570 GB, which is approximately 300 billion words.
This amount is not enough to answer queries on every topic
in the world from different perspectives. In this way, it fails
to reflect progressivism as well [56]. In this section, we will
discuss some of the ethical, social and legal implications of
ChatGPT and other LLM tools.

A. THE PERVASIVE ROLE OF ChatGPT
ChatGPT and other contemporary large language model
(LLM) based tools have exhibited prowess in responding
to a wide array of questions and prompts. While the utility
of answering questions is evident, it’s within the realm
of prompt response where ChatGPT truly showcases its
potential. Various corporations now employ ChatGPT in the
production of marketing material and product descriptions.

The integration of control instructions and data might
seem familiar, echoing the long-standing issue present in
the Von Neumann architecture that is ubiquitous in modern
computing. Ensuring safe processing of both instructions and
data has traditionally been achieved through strategies such
as segregating data and instructions as much as possible,
and placing the data at the end, often prefaced by a marker
indicating that the following data should not be interpreted as
instructions. Yet, the efficacy of these strategies remain under
examination.

B. UNAUTHORIZED ACCESS TO USER CONVERSATIONS
AND DATA BREACHES
A significant data breach involving ChatGPT has recently
been confirmed, underscoring the urgent need for strength-
ened security measures [57]. This breach led to the unex-
pected exposure of users’ conversations to external entities,
which clearly violates user privacy. If cybercriminals exploit
ChatGPT to plan cyber-attacks, their schemes could become
unintentionally visible to others. Moreover, sensitive user
data, such as payment information, was at risk during this
breach. Although reports suggest that only the last four
digits of the credit cards of users registered on March 20th,

2023 between 1 and 10 a.m. pacific time were exposed, the
situation raises critical questions about the security protocols
and data storage strategies employed by ChatGPT [57].

C. MISUSE OF PERSONAL INFORMATION
An examination of OpenAI’s use of personal information
for AI training data has unearthed significant privacy
challenges [58]. A notable case surfaced in Italy, where
regulators banned the use of ChatGPT due to the European
Union’s GDPR non-compliance, primarily centered around
unauthorized use of personal data. OpenAI’s assertion
of relying on ‘‘legitimate interests’’ when using people’s
personal information for training data raises ethical and
legal dilemmas about how AI systems handle personal data,
regardless of if the information is public or not.

D. CONTROVERSY OVER DATA OWNERSHIP AND RIGHTS
ChatGPT’s extensive reliance on internet-sourced informa-
tion, much of which might not belong to OpenAI, is a point
of contention [58]. This issue took center stage when Italy’s
regulator pointed out the lack of age controls to block access
for individuals under 13 and the potential for ChatGPT to
disseminate misleading information about individuals. This
discourse accentuates the pivotal concern that OpenAI might
not possess legal rights to all the information that ChatGPT
uses, regardless of the information being public or not [58].

E. MISUSE BY ORGANIZATIONS AND EMPLOYEES
An incident involving Samsung employees reflected another
facet of potential misuse of LLM toolds [59]. The employees
at Samsung used ChatGPT to generate or debug code,
inadvertently inputting confidential company information
into the AI model. As a result, this confidential information
became part of ChatGPT’s library, potentially making it
publicly accessible, and thereby raising significant privacy
concerns. One privacy concern is if the average ChatGPT user
could potentially access this information just by asking about
it. Samsung as a company would need to enforce a policy
about not allowing their employees to use ChatGPT and other
LLMs, as this can lead to information leaks.

F. HALLUCINATIONS: A CHALLENGE TO TACKLE
OpenAI’s GPT-4 technical paper discussed the issue of ‘‘hal-
lucinations,’’ a phenomenon where the AI model generates
inaccurate or outright false information [60]. While this
concern does not directly relate to privacy, it emphasizes
the importance of the accuracy and reliability of information
provided by AI systems like ChatGPT, as people cannot
entirely rely on these LLMs to be completely accurate.
Misinformation and misuse stemming from these hallucina-
tions indirectly contribute to privacy issues, emphasizing the
need for improvements in AI system accuracy and integrity.
On top of this, there are over 100 million users of ChatGPT,
meaning that if users are asking similar questions and getting
the same hallucinogenic answer, the misinformation can be
widespread [60]. An article on DarkReading discussed an
issue where an attacker can exploit these hallucinations.
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When a user asks about specific packages and ChatGPT does
not know what packages to use, it will fill in places where a
package does not exist with a made up package. An attacker
can publish the malicious version of a package that ChatGPT
can link to in response, and when the user downloads this
package, it can be harmful to their computer [61].

VI. A COMPARISON OF ChatGPT AND GOOGLE’S BARD
Large LanguageModels (LLMs) likeOpenAI’s ChatGPT and
Google’s Bard AI exemplify the remarkable advancements in
machine learning and artificial intelligence. These models,
trained on extensive datasets, are transforming how we
interact with technology, opening new possibilities in several
applications, from customer support to virtual assistants.
ChatGPT and Bard AI use WebText2 or OpenWebText2 [50]
and Infiniset datasets for training. While both share the
underpinning of the transformer neural network architecture
and the process of pre-training and fine-tuning, they embody
unique features within their architectures, owing to their
iterative refinements over time. ChatGPT, commencing
its journey with GPT-1 in June 2018, has progressed
significantly, with its current iteration, GPT-4, unveiled in
March 2023. Bard AI, initially introduced as Meena [62],
has also undergone various refinements, demonstrating sig-
nificant improvements in human-like conversational abilities.
Both models showcase remarkable contextual understanding
capabilities. However, their adeptness varies depending on
the nature and complexity of the questions asked. While
ChatGPT finds extensive use in customer support scenarios,
Bard AI excels in applications that require human-like
conversational abilities [63].

However, these tools differ in terms of their developer com-
munities and ecosystems. ChatGPT, owing to its wide avail-
ability, enjoys popularity among developers and researchers,
boasting over 100 million users and approximately 1.8 billion
visitors per month [63]. Although available publicly through
APIs, Bard AI remains in beta version and is accessible
only to a limited number of users. OpenAI and Google
have adopted distinct approaches toward the openness and
accessibility of their models. OpenAI promotes accessibility
of ChatGPT via various APIs, while Bard AI, though
publicly available as an experimental product, remains
restricted to a limited user base during its experimental
phase. In term of the training data, ChatGPT utilizes a semi-
supervised (Reinforcement Learning from Human Feedback
(RLHF)) approach, drawing from sources like WebText2 or
OpenWebText2, Common Crawl, scientific literature, and
Wikipedia. On the other hand, Bard AI leverages the Infiniset
dataset, a blend of diverse internet content, to enhance its
dialogue engagement capabilities.

Advanced AI systems like ChatGPT and Google Bard
demonstrate potential as powerful tools for detecting and
mitigating software vulnerabilities. However, as discussed
earlier, these systems could potentially be leveraged by
malicious actors to automate and optimize cyberattacks.
In the following discussion, we explore this double-edged

aspect of AI in cybersecurity by examining the capacity of
ChatGPT and Google Bard, and share our experience based
on the experiments conducted by the authors.

A. CYBER OFFENSE AND MALCODE GENERATION
ChatGPT’s approach to an attempt at cyber-attack code
generation is ethical and responsible. It consistently declined
our request to generate attack payloads or engage in social
engineering, demonstrating a commitment to its OpenAI
guidelines. Attempts to break these rules, using role-playing
or jailbreaking, were met with an error message. The tool
underlined its ethical usage, stating, ‘‘I’m sorry, but I cannot
assist with creating an email for malicious purposes or to
engage in any form of social engineering attack. My purpose
is to provide helpful and ethical information to users. If you
have any other non-malicious requests or questions, I’ll be
more than happy to help.’’. On the other hand, when we
attempted, similar prompts on Google’s Bard, its responses
were more varied. When asked to provide examples of
certain types of attacks, Bard often returned useful code
snippets. For instance, in the case of ransomware, Bard
gave detailed information about each function, attempting
to implement the Advanced Encryption Standard within the
code snippet. However, it omitted the creation of a ransom
note. When probed for an example of a SQL Injection,
Bard consistently avoided providing a response. Attempts
to rephrase the question or ask for related but less directly
malicious code were unsuccessful. Bard also produced code
snippets for attacks like ZombieLoad and Rowhammer,
but they were significantly simplified compared to what a
jailbroken ChatGPT might generate. Bard reminded the user
about its non-malicious usage policy after generating these
snippets. When it came to generating code for a Polymorphic
Virus, Bard was entirely unsuccessful. Even when asked
to implement the features of a polymorphic virus in code,
it consistently avoided doing so.

In conclusion, Bard’s ability to generate code for cyber-
attacks was unpredictable. Notably, Bard could generate
some attacks without jailbreaking, an aspect that Google
should consider in the further development of the tool. It’s
important to note that by June 27, 2023, Bard stopped
producing code for ransomware and viruses, indicating
potential improvements in Google’s management of the
tool’s capabilities in the context of the cyber offense. This
shows a trend toward more responsible use of AI in code
generation.

B. DETECTION AND MITIGATION OF SECURITY
VULNERABILITIES
Large Language Models (LLMs) such as ChatGPT and
Bard have demonstrated their versatility in various tasks,
such as text generation, language translation, and question-
answering. Trained on extensive datasets comprising texts
and code, these models possess the capability to understand
code semantics and identify potential security vulnerabilities.
The LLMs recognize security vulnerabilities by searching
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Listing. 1. SQL injection vulnerable code.

Listing. 2. Solution provided by ChatGPT.

for patterns in the source code typically associated with
such weaknesses. For instance, the models may scrutinize
code for prevalent security flaws, including but not limited
to buffer overflow errors or SQL injection vulnerabilities.
In addition to identifying vulnerabilities, these LLMs can
generate comprehensive reports outlining the potential secu-
rity flaws they have detected. Developers can leverage these
reports to address and rectify the vulnerabilities present
in their code, enhancing the security robustness of their
applications.

In our experimental study, an intentional SQL injection
vulnerability was introduced into a piece of code and
presented to both ChatGPT and Bard for analysis. Both
models successfully detected the SQL injection vulnerability,
explained the issue, and proposed solutions to mitigate
the risk. The recommended solution involved using the
prepareStatement function to circumvent SQL injection
vulnerabilities. These solutions were tested and found to be
effective in real-time scenarios.

Notably, Google’s Bard provided additional insights into
preventing SQL injections, further enriching the remediation
strategies.

C. SECURITY LOGS ANALYSIS
Log analysis is a critical part of any security posture.
By analyzing logs, organizations can identify potential
threats, track user behavior, and ensure compliance with

regulations. However, log analysis can be daunting, as it
often involves large volumes of data and complex patterns.
ChatGPT and Bard are LLMs that can be used to automate log
analysis. These models are trained on massive datasets of text
and code, which allows them to understand and process log
data. ChatGPT and Bard can be used to identify anomalous
patterns in log data, which can indicate a security threat.

For our study, server logs containing traces of SQL
injection and Path Traversal cyberattacks were analyzed
using ChatGPT, and Google Bard. SQL injections, including
Union and Subquery attacks, and Path Traversal attacks,
even their encoded variants, were present within the logs.
Both ChatGPT and Google Bard demonstrated competent
detection capabilities for the Path Traversal and encoded
traversal attacks. Regarding SQL injection attacks, the AI
tools’ performances were differentiated. While ChatGPTwas
successful in identifying all types of SQL injections, includ-
ing Union and Subquery attacks, Google Bard’s detection
was limited to only Union SQL injections. This observation
points towards a potential limitation in Google Bard’s threat
detection capabilities concerning different variants of SQL
injections.

Remediation recommendations, a critical component of
threat response, was another area of assessment. Google
Bard offered remediation steps immediately following the
detection of threats. This feature enhances its utility by
guiding users on the course of action to mitigate the identified
cybersecurity risks. ChatGPT initially did not provide any
remediation steps post-threat detection. However, further
interaction revealed that it could provide extensive and valid
remediation recommendations upon request. This indicates
an interactive nature inherent in ChatGPT, which could be
a potential asset, despite requiring additional user prompts
to extract such information. In conclusion, both AI systems
exhibit promising and varying capabilities in cyber threat
detection and remediation.

D. INFORMATION CUTOFF
ChatGPT, developed by OpenAI, has an information cutoff
in September 2021 [50]. This implies that it cannot provide
answers to queries that require knowledge or data post this
date. This limitation is partiallymitigated in the latest version,
ChatGPT 4, which incorporates plugins and a feature known
as ’Chat with Bing’ [64]. This feature enables ChatGPT to
access current information, albeit with a degree of inaccuracy
when compared to Google’s Bard.

Bard, unlike ChatGPT, does not have an information cutoff
and leverages the vast expanse of the internet to provide
answers. This feature makes Bard a potential tool for cyber
criminals whomight use it to generate attacks, given its ability
to provide information about emerging technologies. On the
flip side, cybersecurity professionals can also use Bard to stay
abreast with the latest information on security. However, Bard
is not without its flaws. It has been observed to suffer from
‘hallucinations’, where it generates information that is not
based on factual data.
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FIGURE 33. Open research challenges and potential future directions for
LLMs performance and security.

E. PRIVACY ISSUES
ChatGPT has faced criticism over privacy concerns, partic-
ularly around the storage of information in the chatbot’s
library and potential leaks of user information. Google Bard,
on the other hand, has not been reported to have these issues.
However, Bard potentially uses users’ activity data for its
training, raising concerns about privacy [65]. Unlike Bard,
ChatGPT 4 provides users with the option to opt out of
contributing their data for training purposes. This feature
adds an additional layer of control for users over their data,
addressing some of the privacy concerns associated with the
use of AI chatbots.

In conclusion, while both ChatGPT and Google Bard have
their strengths and weaknesses, it is crucial for users to be
aware of these aspects to make informed decisions about their
use. As GenAI continues to evolve, it is expected that these
systems will become more accurate and secure, providing
users with a more reliable and safer experience.

VII. OPEN CHALLENGES AND FUTURE DIRECTIONS
The most promising future direction for ChatGPT is integrat-
ing with other AI technologies, such as computer vision and
robotics. By merging the conversational abilities of ChatGPT
with the visual and physical capabilities of computer vision
and robotics, we can make intelligent and conversational
AI systems that can revolutionize how we interact with
technology. For example, a future where we can have a
natural language conversation with your smart home system
to control the temperature, lights, and other appliances or with
a robot that can assist you with cleaning or grocery shopping
tasks.

The merging of AI technologies will enable ChatGPT
to better comprehend and respond to human communica-
tion’s complexities, leading to enhanced natural language
generation and a more seamless and intuitive user experience.
Another exciting possibility for ChatGPT is the potential
for increased personalization and customization through
learning from user interactions and individual preferences.
As ChatGPT continues to interrelate with users, it can
learn about their language, tone, and style, generating more

personalized and accurate responses. This increased level
of personalization can also lead to better customer service
and education, as ChatGPT can be trained to understand
better and respond to each user’s specific needs and
preferences. Furthermore, by leveraging the vast amounts
of data generated by ChatGPT’s interactions, developers
can create language models that are highly tuned to each
user’s specific needs and preferences, leading to a more
personalized and engaging experience.

In this section, we will discuss the open challenges of this
research as GenAI and LLMs evolve along with potential
implementations to explore as outlined in Figure 33.

A. PATCHING UP HALLUCINATIONS
In section V-F, we discussed the problem with hallucinations
in LLMs. Hallucinations is likely the biggest hole in the
performance of LLMs. These mainly can come from biases
within or simply the complexity of giant datasets, as these
LLMs take in a huge amount of training data, as discussed in
section I-A. LLMs are bound to make mistakes on these large
datasets.

One way to attempt to mitigate these hallucinations is to
apply automated reinforcement learning to tell the model
when it is making a mistake. Researchers could attempt
to automate a system that detects and error and corrects it
before it goes completely into the model’s pool of knowledge.
This could be potentially done by implementing anomaly
detection for error detection. Another way to potentially
reduce the amount of hallucinations could be to curate the
training data. Due to the size of the training data for LLMs,
this would take a very long time, but ensuring that the data
doesn’t have any inaccuracies or biases will help LLMs to
not hallucinate as much. By developing a system for easy
reinforcement learning and ensuring that the training data is
processed correctly, LLMs can overall become more reliable
and trustworthy sources of information.

B. DEFENDING AGAINST ADVERSARIAL ATTACKS
In section II, we talked about different types of ways that
a user can manipulate LLMs, mainly ChatGPT, to give
responses that go against their own guidelines. The most
common way is by doing a jailbreak method, such as the Do
Anything Now (DAN). Using reverse psychology and model
escaping are two other ways an LLM can be manipulated.

An intuitive way to go about fixing these adversarial
attacks is by training the model to recognize an input
involving said methods of manipulation, and then making
the model respond to the input with rejection. A model
could be trained to specifically recognize bits of input that
could yield malicious information and potentially weigh
what the consequences of giving certain information could
be. A model could then reject responding to a malicious
prompt. By developing a model with training against
adversarial attacks, we will be able to trust LLMs to not help
cybercriminals receive malicious code.
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C. PRIVACY AND DATA PROTECTION
In section V, we discussed the many issues ranging from use
of personal information to sensitive data being save into an
LLM’s library.

Use of personal information which LLMs try to use
for training and responses can conflict with the European
Union’s GDPR compliance laws. To fix this, the developer
needs to discuss and ensure that the LLM adheres to those
laws, as LLMs could potentially be banned from those
countries if not. Sensitive information being entered into
an LLM’s library could be mitigated by a few potential
solutions: the LLM simply not saving a user’s chat history,
company policies, or having the option to delete messages
from the LLM’s history. Another issue is that an LLM
can have an information cutoff; the biggest example is
ChatGPT having the September 2021 cutoff. The models
could be continuously trained and updated frequently to
prevent outdated information from being given so often.
An issue with this solution, however, is that the source
datasets would have to be updated frequently as well to
give the new information. The new information could also
be cause for the model’s bias, as there would likely be
more of the old information on a certain topic than the
new information, potentially making the model believe the
old information more. If LLMs are able to protect personal
and/or sensitive information and completely comply with
regulations and laws, the LLMs will secure themselves as
completely safe and reliable tools for everyone to use.

VIII. CONCLUSION
GenAI driven ChatGPT and other LLM tools have made
significant impact on the society. We, as humans, have
embraced it openly and are using them in different inge-
nious ways to craft images, write text or create music.
Evidently, it is nearly impossible to find a domain where
this technology has not infringed and developed use-cases.
Needless to mention, cybersecurity is no different, where
GenAI has made significant impacts how cybersecurity
posture of an organization will evolve with the power
and threat ChatGPT (and other LLM tools) offers. This
paper attempts to systematically research and present the
challenges, limitations and opportunities GenAI offers in
cybersecurity space. Using ChatGPT as our primary tool,
we first demonstrate how it can be attacked to bypass its
ethical and privacy safeguards using reverse psychology and
jailbreak techniques. This paper then reflects different cyber
attacks that can be created and unleashed using ChatGPT,
demonstrating GenAI use in cyber offense. Thereafter, this
article also experiment various cyber defense mechanisims
supported by ChatGPT, followed by discussion on social,
legal and ethical concerns of GenAI. We also highlight
the key distinguishing features of two dominant LLM tools
ChatGPT and Googe Bard demonstrating their capabilities
in terms of cybersecurity. Finally, the paper illustrates
several open challenges and research problems pertinent to
cybersecurity and performance of GenAI tools. We envision

this workwill simulatemore research and develop novel ways
to unleash the potential of GenAI in cybersecurity.
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