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A B S T R A C T

This study proposes an application of cognitive maps in the representation of cognitive structures of the experts
and assessment of their development/modification as a result of a (computer or expert system-assisted) learning
process. It strives to identify information needed for the guidance of the process of creation and management
of expert knowledge by formal modeling tools. Changes in experts’ cognitive structures are assumed to stem
from individual and collaborative (group-level) learning. The novel approach to assessing the outcomes of
learning reflected as changes in the cognitive structures of experts or groups of experts, modeled by cognitive
maps, does not assume any correct or desired outcome of the learning process to be known in advance.
Instead, it identifies and analyzes the changes in (or robustness of) the constituents of the cognitive maps
from different points of view and allows for quantifying and visualizing the actual effect of the learning.
The proposed methodology can identify changes in cognitive diversity, causal structures in terms of causal
relations and concepts, and the perceived importance of strategic issues over the learning period. It can also
detect which cause–effect relationships have appeared/disappeared considering the pre-/post-mapping design.
Thus, it provides an exploratory account on the changes in the cognitive structures of the expert(s) as a result
of learning. The applicability of the proposed methods is illustrated in the assessment of the learning outcomes
of a group of 71 graduate students who participated in an eight-week business simulation task. The results
of the empirical analysis confirm the viability of the proposed methodology and indicate that the students’
understanding of the utilized concepts and associated relationships in the decision-making process improved
throughout the learning activity, ultimately showing that the course learning has considerably improved
students’ perception and knowledge. Based on the results, it can be concluded that the proposed approach
has the potential to be effective in assessing learning outcomes in teaching–learning activities.
1. Introduction

Expert knowledge development and its efficient management are
necessary in all areas of human activity and as such it is studied
in various fields, especially in education, andragogy, sociology, and
also in a field-specific context of professional training and expertise
development, with potentially increasing importance in the design
of expert systems and artificial intelligence solutions. Understanding
how individuals learn and acquire and enhance their knowledge leads
to efficient educational practices and knowledge management. Even
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though a lot of attention is being paid to the actual processes of learning
and teaching (‘how’ the knowledge is being constructed), their results,
that is the outcomes of learning (‘what’ has been learned), still remain
difficult to quantify and thus analyze systematically. Individual per-
ceptions influence the teaching–learning process and are characterized
by personal knowledge, experience, and other aspects, such as beliefs,
interests, and expectations (Robbins, 2005). Consequently, a situation,
a problem, or a concept can be perceived from various angles and
perspectives, which might also differ from one person to another. This
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makes the operationalization of the effects and outcomes of learning
demanding. To gain a comprehensive understanding of the effects
and outcomes of the teaching–learning process and allow for robust
analyses, the concept of cognitive mapping as a participatory method
has recently received interest among researchers and scholars (Gray
et al., 2015). A cognitive map that acts as a cause-and-effect network
of qualitative aspects (Tolman, 1948) supports individuals in visually
representing their beliefs, arguments, and understanding of a situation
or problem (Kumbure et al., 2022) and as such it can serve as a
representation of cognitive structures representing (expert) knowledge
in various domains and areas of activities. It is also interesting to note
that it can represent the knowledge and various cognitive structures
in various stages of the knowledge creation process. As such cognitive
maps represent a tool for the assessment of changes and development (a
flow-type measure) of expert knowledge. This very aspect of cognitive
maps is going to be explored in this paper and methods for their use in
the assessment of the outcomes of the teaching–learning process will be
proposed. Cognitive maps remain a subject of ongoing research interest
in various applications involving social science (e.g., Son et al., 2021),
education research (e.g., Nesbit & Adesope, 2006; Sun et al., 2019;
Wang et al., 2018), business and management research (e.g., Bergman
et al., 2016; Kumbure et al., 2020), healthcare (e.g., Ottink et al., 2022),
engineering and technology (e.g., Mendonca et al., 2013; Motlagh et al.,
2012), environment research (e.g., Aledo et al., 2015), and computer
science (e.g., Budak & Çoban, 2021; Kwon, 2011), to mention a few.

A cognitive map, initially presented by Tolman (1948), is a graph-
ical structure that allows illustrating the knowledge and beliefs of
human learning and behavior (Gray et al., 2014). It is created around a
specific problem of interest by an individual or a group of individuals
who are familiar with the related field. Subsequently, participants
can conceptualize, organize, and share their experiences, beliefs, and
interpretations in the maps (Tepes & Neumann, 2020). Focusing on
the topology of a cognitive map, it includes ‘‘nodes’’ representing
the concepts (variables) and a set of ‘‘directed edges’’ representing
causal (cause–effect) relationships among the concepts (Schneider &
Wagemann, 2012). Also, the edges are linked with numerical val-
ues (weights), representing the strength of the causal relationship.
Therefore, examining the cognitive maps allows for the evaluation of
the causal relationships, their persistence or change, and associated
concepts to obtain essential information about the cognition (cognitive
structures) of individuals involved in the process and for future oper-
ations in the relevant context. Our research explores the changes in
cognitive structures (expert knowledge) represented by the causal maps
produced at the start and at the end of a teaching–learning activity.
The effect of the teaching–learning activity on the expert knowledge is
operationalized as change or persistence of the elements and features
of the causal maps representing the knowledge at different points in
time.

Recently, teaching and learning have become much more accessible
and efficient with the advent of modern technological tools (Carstens
et al., 2021), and implementing computer-based applications to the
learning environment has been a great interest in educational re-
search to date. In particular, computer-supported collaborative learning
(CSCL) is recognized as a powerful tool in designing learning practices
where the students can effectively enhance their learning (Salovaara
& Järvelä, 2003). In the CSCL settings, the work of individual learn-
ing (Lou et al., 2001; Novarese, 2012) and collaborative (group-level)
learning (Kinchin & Hay, 2005; Sizmur & Osborne, 1997) is frequently
regarded as performing a crucial role in students’ academic learning.
Individual learning refers to a process that involves a change in one’s
behavior or knowledge (Novarese, 2012). In contrast, collaborative
learning is an educational technique in which individuals are set to
small groups to enhance their learning by working together (Zambrano
R. et al., 2019). It is important to note that the effect of learning on the
2

group-level knowledge and understanding of the key concepts, as well
as the effect of learning on the individual level, need to be assessed to
be able to manage and optimize the teaching/learning process.

The assessment of learning serves several functions, and the most
important is to support learning, assess students’ achievements, and
maintain standards of the profession (Joughin, 2009). Assessment of
the outcomes of a teaching–learning activity thus reflects its on the
expert knowledge and the enhancement (change) thereof and as such
it is crucial for knowledge management purposes. On the one hand,
assessment is the cornerstone of learning since it reveals how successful
the teaching–learning process is, but on the other hand, some types of
assessment (such as summative tests) have shown to reduce motivation
for learning (Dochy, 2009). The mechanisms with which assessment
supports learning include (1) assessment ensuring that students engage
in specified learning processes, (2) assessment providing feedback to
students on their learning, (3) assessment developing students’ capacity
to evaluate the quality of their own work, and finally, (4) assess-
ment results being used to guide, plan and optimize the teaching
process (Joughin, 2009). The importance of the fourth way, i.e., guid-
ing the teacher, is often acknowledged in higher education, but its
operationalization is rarely addressed (Joughin, 2009).

In the present study, we develop and demonstrate methods for
assessing learning outcomes applicable also in the context of the CSCL
that operationalize information for teaching (Joughin, 2009) with the
causal mapping technique (Axelrod, 1976). The developed methods
meet the characteristics outlined by Dochy (2009) and build on the use
of epistemic games (Gordon, 2020) for engaging students in construct-
ing and applying knowledge in the actual case. The causal mapping
technique resembles the knowledge maps that have been used for
describing target knowledge (Zheng et al., 2020). However, the causal
mapping technique (a technique using cognitive maps to reflect poten-
tial causal relationships between the elements of the map and their
strength, in other words, causal maps) focuses on assessing students’
insights into the underlying causal mechanisms of the topic. The causal
maps are used to formally represent students’ cognitive structures and
capture them in various stages of the learning process — particu-
larly at its beginning and end. As such development (change) of the
formalized structures representing the students’ understanding of the
key concepts and their relationships can be analyzed, and learning
can be operationalized in many ways — as a change in these struc-
tures, their configuration, complexity, reasonability, consistency, etc.
This approach allows for the dynamic and unsupervised assessment
of learning outcomes. Dynamic because the change (or lack thereof)
in the cognitive structures is being investigated, and unsupervised
because the differences in the cognitive maps are considered to be
the outcome of learning and no ‘‘correct understanding’’ needs to be
specified beforehand.

1.1. Motivation

Assessment of learning outcomes is an essential aspect of education
research, delivering insights into the usefulness of the instructional
approaches and the overall influence on the development of the stu-
dent’s knowledge and learning. The learning outcomes describe the
knowledge (what the individual knows and understands) and com-
petence and skills (what he/she can do) after the learning (Lile &
Bran, 2014). Given this, it has always been a challenge to determine
how learning happens and what are its particular effects in a specific
context (Veríssimo et al., 2017), particularly in complex areas where
the (expert) knowledge requires a deeper understanding of concepts
and connectivities (Jones et al., 2014). This motivates us to focus on
developing reliable and practical techniques in this study to assess the
learning outcomes considering not only at an individual level but also
at a group-level.

In the existing research, ability tests, pre-/post-test surveys, ques-
tionnaires, and interviews have been frequently used approaches to

evaluate the learning outcomes (Jones et al., 2014; Lile & Bran, 2014).
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Table 1
Comparison of previous research utilizing causal maps for the assessment of learning outcomes and the approach suggested in this paper.

Jones et al. (2014) Veríssimo et al. (2017) Our work (this paper)

Subject/process that was
the focus of the research

Ethical reasoning knowledge
assessment

Assessment of learning in mathematics
(geometry); management of teaching

Development of methods for the
assessments of learning outcomes in general
(unsupervised). Strategic decision-making
case study.

Supervised/unsupervised
assessment

Unsupervised combined with
qualitative

Unsupervised combined with Supervised:
pre-test used to decide what relations to
reinforce and what to weaken
(unsupervised) post-test used for
supervised assessment

Unsupervised, but allowing for identification
of desirable/undesirable effects

Use of tool for mapping No Yes No (not relevant - methods paper)

Pre-/post-test included Yes Yes Yes

Learning (outcomes
thereof) operationalized as

Number of correct/incorrect
concepts and relationships, and
effectiveness of the visualization

Number of correct/incorrect
relationships between concepts

Differences in causal maps,a Differences in
cognitive diversityb; Individual and group
level consideredc

Measures/techniques
applied as quantitative
measures

Map score, SOLO score, Paired
sample t-test, Correlation
coefficients

McNemar Test Distance ratios, fsQCA methods, histograms,
frequency analysis

aThis involves emergence, persistence and disappearance of causal relationships, differences in directions and strengths of causal relationships, differences in the sets of strategic
concepts (nodes) of causal maps.
bDifferences between individual beginning and end causal maps, differences between the individual and group causal map in the beginning and in the end.
cAnalysis can be performed on individual level (individual learning) or group level (group-level learning).
(

Defining what is correct/incorrect and guiding throughout the assess-
ment process are common properties of such methods. This type of
assessment is normative and can also be referred to as supervised as-
sessment. Even though most studies mainly used supervised assessment
methods, there are clear indications that these methods are not applica-
ble in all contexts and that some insights cannot be gained using these
methods. This implies a need for alternative – unsupervised – methods
for the assessment of learning outcomes, that would be able to register a
broader range of potential effects of the teaching–learning intervention.
However, the focus on unsupervised assessment of the outcomes of
learning, and thus of the development of expert knowledge, has been
limited so far. Given this, our proposed approach incorporates unsu-
pervised assessment to evaluate the outcomes of learning. Note that a
more detailed explanation of supervised and unsupervised assessment
types in the context of learning outcomes assessment is presented in
Section 3. Unlike other papers utilizing causal maps for the assessment
of learning outcomes and/or for the management of the teaching–
learning process, we aim to propose a comprehensive causal-map based
methodology for unsupervised assessment of the outcomes of learning
— see Table 1 for a comparison of the focus of other related studies
and this paper.

As an evaluation tool, cognitive mapping has proven to be beneficial
for improving and evaluating students’ learning performance (Gurupur
et al., 2015; Nesbit & Adesope, 2006; Peng et al., 2019; Shen et al.,
2019; Wang et al., 2018). The attributes associated with a cognitive
map make this tool exceptionally suitable for exploring learning be-
haviors, particularly from students’ perspectives (Hossain & Brooks,
2008). Consequently, an assessment using cognitive mapping intends
to examine the causal structure of the learner based on the selection
of core concepts, relations among the concepts, and overall organi-
zation of their knowledge (Jones et al., 2014). Moreover, when the
mapping is used as an assessment to examine a new learning activity,
it can exhibit individuals’ existing knowledge about the topic/subject
focused (Dorough & Rye, 1977). This may support the instructor to
organize or update new information. Once it is used at the end of the
learning process, the cognitive maps have the potential to reveal both
factual knowledge of the subject and acquired knowledge through their
own experiences (Jones et al., 2014). In this article, we adopt cognitive
maps in the analysis to develop an unsupervised assessment to examine
learning outcomes.
3

1.2. Objectives and research questions

The purpose of the present study is to propose techniques that
would allow for the management of the process of expert knowledge
enhancement, in other words, for the examination of the changes in
students’ understanding of the key concepts and their relationships
(cognitive structures) in an unsupervised assessment context. The goal
is to propose explorative techniques for identifying various effects of
a teaching–learning event that would provide clear and actionable
insights into what has changed and what has remained the same as
a result of learning. We also show and discuss the performance of
the proposed techniques in a real CSCL-based course at the university
and interpret the identified changes in the cognitive structures of the
students (on an individual level and on a (sub)group/class level) in
terms of the content of the course. We also point out desirable and
undesirable identified effects from the perspective of the intended
learning outcomes of the course when possible.

The following research questions have been formulated to guide our
research study and help us achieve our desired research objectives. In
each question, we focus on the specific aspects (possible results) of the
learning process as represented by the below-mentioned features and
components of the cognitive maps

Q1) What are the changes in cognitive diversity within individual and
collaborative learning from the start to the end of the teaching–
learning process?
The term ‘‘cognitive diversity’’ refers to the different cognitive
traits utilized by each student in the learning environment (Shinn
& Ofiesh, 2012) as compared to other students or to the ‘‘overall’’
cognitive structure of the group. Each individual has unique
cognitive traits, which can be affected and altered when working
in a group. In our assessment, students’ cognitive diversity within
the learning groups is quantitatively assessed using an average
distance ratio (Langfield-Smith & Wirth, 1992) between individ-
ual and group-level cognitive maps. In this case, we assume that
the changes in these distance ratios from beginning maps to end
maps reflect learning effects (see Section 5.2 and Fig. 4). The
reduction or increase in the cognitive diversity within (sub)groups
of the class is assumed to be a direct effect of teaching. The role
of cognitive diversity and its link with the performance of the
group/company have been investigated, for example, by Kumbure
et al. (2020). As such, the knowledge of the effect of the teaching–

learning event on cognitive diversity within (sub)groups of the
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Fig. 1. Frequency values of the strategic issues included in the students’ cognitive
maps, considering Q2. TCSR (41) is not included as it had to be present in every
cognitive map provided by the students. The top sub-figure describes the frequencies
of usage of all the strategic issues in the maps provided at the beginning of the course;
the second sub-figure the frequencies for the end maps; the third sub-figure summarizes
the difference in the total frequency of use of the strategic concepts (positive values
mean a larger frequency in the end maps). The final fourth sub-figure provides a more
individual-level view of the changes, where all emergences (positive frequencies) and
removals (negative frequencies) of the strategic issues are being tracked.
4

class can be relevant in particular types of courses. We also
investigate the individual-level cognitive diversity, that is, the
difference between the cognitive structure of an individual and
an ‘‘overall’’ (average) cognitive structure of the (sub)group the
individual is a member of and its development as a result of
learning (see Fig. 5).

Q2) What is the change in the perceived importance of the strategic
issues (nodes)?
This is reflected in the selection of the strategic issues to be
included in the individual cognitive maps produced at the be-
ginning and at the end of the teaching–learning event. The in-
vestigation of this aspect (see Fig. 1) can show which strategic
issues (modeled by nodes in the cognitive maps) are considered
important/relevant at the beginning of the event and how they
are replaced by others as an effect of the teaching–learning event,
but also the consistency of the effect of the teaching/learning
event in terms of the inclusion/exclusion ‘‘traffic’’ connected with
the strategic issues as shown in the last sub-figure of Fig. 1.
Appropriate presentation of this issue can show whether the effect
of the teaching–learning event is the same for all the students or
whether some strategic issues are being newly included by the
student in the cognitive maps produced at the end of the course
while these very same issues are being replaced and discarded by
others.

Q3) What are the changes in the causal relationships among the
chosen strategic issues in the cognitive structures of the students
(represented by individual-level causal maps)? In this context, we
investigate the following effects of the teaching–learning event:

– The appearance of new causal relationships — this can be
understood as a realization of the existence of relationship
as a result of learning and its inclusion in ones cognitive
structure (see Fig. 8 and Table 6 that summarize the results
of the analysis concerning the emergence of new causal
relationships on a group (course overall) level). The rea-
sonability of the frequently emerging causal relationships
can be assessed afterward. Attention should also be paid
to the emergence of not-so-reasonable or difficult-to-justify
causal relationships as well as of those that would directly
contradict the theoretical framework of the teaching event.
If such ‘‘undesirable’’ causal relationships are emerging, the
teaching/learning event structure, form, and content should
be revised in order to avoid misunderstandings, the creation
of misconceptions, and undesirable relationships in the cog-
nitive structures of the students. Also, the number of causal
relationships that are added by the individual students as
a result of learning (see Fig. 9) can be of significance, and
therefore, this is also investigated.

– The disappearance of causal relationship — this can indicate
that a given causal relationship is no longer considered
valid as a result of the teaching–learning event or that the
respective strategic issues are not assigned sufficient impor-
tance to be kept in the cognitive structure (causal map). The
interpretation of the information obtained in this phase (see,
e.g., Fig. 6 or Table 5) aims at the qualitative assessment
of the relationships that were removed. The disappearance
of a reasonable and important causal relationship can be
considered a problem, whereas the disappearance of irrele-
vant or directly undesirable (incorrect or unjustified) causal
relationships represents a desired effect of the teaching–
learning event as it means a simplification of a cognitive
structure or its improvement towards a more correct one
respectively. Also, here the number of causal relationships
that were removed in individual causal maps (cognitive
structures) can be relevant for the understanding of the
effects of the learning event (see Fig. 7).
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– The persistence of causal relationships — in other words, the
identification of those relationships in the cognitive struc-
tures that are present at the beginning of the learning event
and remain present at its end (see Fig. 11 or Table 10).
These relationships can be considered unaffected by the
teaching–learning event or confirmed by the event. The per-
sistence of ‘‘undesirable’’ or ‘‘incorrect’’ relationships might
point to a need to adjust the focus of the teaching event or
the need to pay attention to the correction of these miscon-
ceptions during the teaching process more. The persistence
of desirable (correct) relationships, on the other hand, is
a bit more difficult to attribute. At the very least, we can
say that the teaching–learning process did not distort these
desirable/correct relationships in the cognitive structures of
the students. Table 11 shows individual-level results for the
most robust causal relationships.

– The changes in the perceived strengths of the causal relationships
and in the polarity of the causal effects — to accompany the
above-suggested analysis, we need to investigate also the
relationships that are persistent in the cognitive structures
of the students, but whose strength of the causal relation-
ship (or even the polarity of this relationship) changes.
The changes in the perceived causal strengths of persistent
causal relationships are more subtle effects of learning but
might still provide interesting insights into the effects of
the teaching–learning process (see Fig. 10). The changes
in the polarity of the causal effects (negative switching
to positive, positive to negative, etc.), on the other hand,
indicate a stronger influence on the cognitive structures
that can, again, be assessed in terms of desirability and
reasonability and the teacher can subsequently act upon this
information (see Tables 7 and 8). If needed, the analysis of
the polarity changes can also be performed on the level of
individual causal relationships (see Table 9).

From the teaching perspective, this information obtained from the
proposed analysis of the cognitive maps helps the teacher to improve
and create targeted tasks by including more relevant features and
conditions that strengthen the students’ performance, which can facili-
tate the creation of desirable relationships, the removal of undesirable
causal relationships, modification of the direction and polarity of the
causal relationships, etc. All this after the analysis of the results of the
proposed learning outcomes assessment method and evaluation of the
(un)desirability of the identified changes in the cognitive structures.
Obviously, the end causal maps can also be compared to the ‘‘ideal’’
causal map representing the correct understanding of the concepts
and their relationships, as long as the ideal map is available. This
normative aspect of the evaluation of learning outcomes is, however,
left out of the scope of the analysis proposed in this paper, as we
focus on the explorative unsupervised assessment of learning outcomes
here. Additionally, the process can also provide us with critical success
factors regarding global market operations from the business point of
view.

1.3. Research gap and our contribution

While a considerable amount of research is available to assess
the outcomes of the teaching–learning process, there is a significant
research gap when it comes to understanding the assessment type ap-
plied in the evaluation. Previous studies mainly focused on supervised
assessment methods, which involved pre-defining learning character-
istics or specific features of pre- and post-assessment method. For
example, Samuel et al. (2019) conducted a pre-/post-test assessment
based on multiple-choice questions to evaluate the learning outcomes.
This study follows a supervised assessment approach by utilizing pre-
defined questionnaires provided to individuals at the beginning and
5

end of the training/course to assess their knowledge development. As
an additional example, a study by Curran et al. (2006) performed a
study investigating the impact of a web-based continuing medical edu-
cation program on students’ knowledge change and learning outcomes.
This study employed pre- and post-knowledge tests as well as skill
ability surveys to evaluate the effect of course-offering method. Even
though supervised assessments can be straightforward and efficient,
they possess specific weaknesses. One such weakness is the requirement
to pre-define the key features of correct understanding at the end of
the learning process. This can sometimes influence the learning process
and introduce biases. Our study aims to address this issue by focusing
on developing techniques to assess the knowledge development in an
unsupervised form and thus to cover as many potential effects of the
teaching–learning process as possible to be able to optimize the expert
knowledge enhancement process.

Furthermore, applications of cognitive maps in the research on
methodological assessments to understand students’ learning patterns
and how their perceptions change as an effect of learning remain
limited. This clearly shows a need to develop better methods for the
assessment of learning, particularly dynamic explorative ones, in other
words, methods for the unsupervised assessment of learning outcomes.
Also, in the existing literature, while some of the research has studied
changes in causal structures in terms of the inclusion/exclusion of
correct concepts and the number of changes of associations among the
concepts (see e.g., Jones et al. (2014), Veríssimo et al. (2017) and
Table 1), no one has explicitly investigated appearance/disappearance
of cause–effect relationships from the beginning to end maps. Given
this, our research focuses on examining the appearance and disappear-
ance of causal relationships and quantitatively measures the difference
between cognitive maps produced before and after the learning. This
approach allows us to gain valuable and various insights into the
underlying changes in the cognitive maps and the cognitive struc-
tures (expert knowledge) they represent. As is apparent from Table 1,
previous research on the use of cognitive maps in the assessment of
outcomes of learning was heavily dependent on the chosen application
and as such the results and methods proposed remain strongly case-
dependent. A comprehensive methodology that would propose and
analyze the general use of cognitive maps in unsupervised assessment
of the outcomes of learning is not available. This paper therefore takes
the methodological standpoint and proposes a wide range of method
to be used in connection with cognitive maps to assess the outcomes of
the learning process in the explorative unsupervised way.

Overall, our research seeks to contribute to the existing literature
by addressing the methodological research gap concerning the eval-
uation of the learning outcomes with an unsupervised assessment,
adopting a cognitive map-based approach to examine their develop-
ment/modification before and after the learning event occurs. The
significant contributions of this research are outlined in the following.

– We propose a novel and unsupervised assessment approach that
utilizes cognitive maps to systematically examine the develop-
ment of expert knowledge.

– The proposed approach involves examining the changes in cogni-
tive diversity, causal relationships, and the perceived importance
of the elements used in the maps.

– We use real-world data of cognitive maps collected through a
strategic decision-making process in a computer-assisted collab-
orative learning environment to validate the viability and effec-
tiveness of the proposed approach.

– We also discuss the potential value and application of the findings
obtained through the proposed method to facilitate the expert
knowledge enhancement process.

To the best of our knowledge, this paper is the first study to examine
the appearance and disappearance as well as the changes of strength
values of causal relationships in the maps to evaluate knowledge devel-

opments. In addition, our proposed approach incorporates evaluation
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techniques such as distance ratio measures (Langfield-Smith & Wirth,
1992), histogram frequencies, and fuzzy-set qualitative comparative
analysis (fsQCA) (Ragin, 2000, 2008), which is a unique contribution
not previously explored. Focusing on the data-drivel exploration, we
empirically collect data through a cognitive mapping task to demon-
strate the performance of our proposed learning outcomes assessment
approach. Students in management teams performed this task within
a strategic decision-making simulation in a CSCL environment. The
simulation process is performed as a part of a graduate course in
business at a university in Finland, and it is designed to assess how
well students perceive new concepts and contents. More specifically,
during the simulation task, the students receive guidance in which they
are taught how to succeed in the business process with international
trading strategies in a global market. For the analysis process, we em-
ploy specific methods and measures (distance ratio measures and fsQCA
methods) used in previous studies (Kumbure et al., 2020; Langfield-
Smith & Wirth, 1992; Ragin, 2008), but apply them in unique ways
to get insights on the outcomes of the learning process both on the
individual and also the group level.

In the analysis, we aim to determine answers to the research ques-
tions and hypotheses (that are developed as a specific case) according
to two following major expectations: first, we expect that cognitive
diversity within a group has changed from the start to the end as
an effect of learning; second, we expect that empirical study provides
evidence for a significant difference in students’ understanding of the
key concepts and their relationships between the beginning and end
of the CSCL simulation-based course. These changes are expected to
be reflected in the structure of the cognitive maps used to represent
the students’ understanding of the key concepts and their mutual
relationships between the beginning and end of the course, namely in
the selection of strategic issues to be used in the maps, in the number,
strength, and stability of the causal relationships among these issues
and also in the changes of directions of these causal relationships. All
this will be investigated from the perspective of the individuals, the
groups/teams, and the whole set of participants in the course, where
applicable.

2. Related works

2.1. Causal mapping in the student learning perspective

Drawing causal maps supports learning by pushing students to think
what the essential concepts and their relationships are already when
they start the course. Causal mapping hence helps the students to con-
centrate on thinking what is their pre-understanding of the knowledge
domain of the course content (Shen et al., 2019). When constructing
causal maps, students must think topics by using conceptualization and
the method also directs thinking about relationships between factors.
This understanding is then presented in the conceptualized and struc-
tured form as a causal (cognitive) map. Constructing the causal maps
at the end can visualize and formalize the post-understanding of key
concepts and their relationships — the state of understanding with
which the student leaves the course or CSCL event.

Many studies have already shown positive effects of adopting cog-
nitive maps on advancing students’ subject-related knowledge (Eg-
gert et al., 2017; Nesbit & Adesope, 2006), problem-solving perfor-
mance (Asiksoy, 2019; Wang et al., 2018), motivation to learn in
complex situations (Wang et al., 2018), collaborative learning (Kinchin
& Hay, 2005; Sizmur & Osborne, 1997; Wang et al., 2017), program-
ming performance (Peng et al., 2019), and divergent thinking for
creativity development (Chen et al., 2021; Sun et al., 2019). In addition,
a study by Dhindsa et al. (2011) reported that a constructivist-visual
mind mapping-based teaching approach outperformed a traditional
teaching approach in terms of enriching students’ understanding in a
classroom environment, particularly for more complex content. Simi-
larly, Wu et al. (2016) investigated the influence of a cognitive mapping
6

approach on supporting the students in learning the clinical reasoning
process effectively. The findings of this study showed a clear advantage
of the computer-based cognitive mapping approach compared to the
verbal-text method in enhancing the reasoning performance of medical
students. Focusing on the teacher’s role, Coleman (2014) presented a
cognitive map that characterized the teacher’s practical knowledge and
experience for instructing the students and creating valuable discus-
sions during a class activity. Furthermore, Shen et al. (2019) introduced
a different approach based on the mental structures and cognitive maps
to identify students’ challenges in learning a course and proved that
the proposed concept-mapping approach has the potential to support
the teachers in understanding the student’s learning challenges and
improve the teaching efficacy.

From the learning assessment perspective, Jones et al. (2014) illus-
trated the use of cognitive maps as an assessment tool in examining
the learning outcomes and the development of ethical reasoning knowl-
edge of physiotherapy students. Instead of accounting for structural
changes directly, this study considered ‘‘map scoring’’ as the evaluation
tool in the assessment to examine the improvement of the students’
ethical knowledge. Veríssimo et al. (2017) investigated the changes
in students’ cognitive structures in terms of the relationships between
concepts at the individual level after the learning process in Mathe-
matics, particularly geometry. They used causal structures produced
by grade nine students using the GOLUCA software in the experiment
and analyzed the number of relations before and after the learning
process. The results showed significant differences between students’
start and end cognitive structures and confirmed the effectiveness of
cognitive structures in evaluating student learning. However, this study
has only focused on the number of changes in the connections between
concepts from pre-test to post-test and has not used the strength values
in the cognitive structures. Also, there is no examination of cause–effect
relationships in both studies mentioned above.

In the present study, we introduce a new way of using cognitive
maps to assess not only students’ learning performance but the out-
comes of learning as such by investigating the changes in students’
cognitive structures as an effect of learning. Various types of changes
(changes in the structure of the cognitive maps, in the strengths and
directions of the causal relationships, in the cognitive diversity, etc.,
are being studied, even the absence of changes) are investigated and
analyzed from different perspectives. Notably, this research extends
the knowledge in the context of individual learning and collaborative
learning through the assessments not only of students’ learning pat-
terns at the individual level but also of their learning performance
at the group level in the CSCL framework. In particular, an unsu-
pervised approach to assessing the learning outcomes, which allows
for identifying the actual effects of a teaching event on the students,
is proposed. To our knowledge, no one has attempted to study the
teaching–learning process by using students’ cognitive structures in the
context of unsupervised learning assessment to this extent so far.

2.2. Variability in students’ perceptions in learning

While considering cognitive mapping as the primary methodological
aspect, the change of students’ cognitive structures in the learning
process is the key focus of our study. Examining all possible measures
regarding the educational setting is crucial in advancing the quality
of teaching activity and students’ learning performance (Roff, 2005).
The most used and effective way of investigating such measures is to
evaluate the effects of the learning process on students’ in a given edu-
cational context (Bakhshialiabad et al., 2015). Accordingly, it is evident
from the previous studies that students’ perceptions, understanding of
the key concepts and their relationships, and their variations have sig-
nificant impacts from teaching strategies (Cho et al., 2021), learning en-
vironment (Bakhshialiabad et al., 2015; Shrestha et al., 2019), teacher’s

support and perceptions (Pietarinen et al., 2021), teamwork (Hadwin
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et al., 2018), and collaborative discussions (Leinonen et al., 2003), to
mention a few.

Based on the empirical findings reported in the literature, students’
perceptional changes can be seen as positive results in the learning
process. In fact, we assume that a deep understanding of the variability
of students’ perceptions of learning can be beneficial for the coordina-
tion of the teaching activity and for the allocation of resources in an
efficient way. Essentially, knowing to what extent students change their
cognitive structures as an effect of learning makes the process more
straightforward. This variability of students’ perceptions can be defined
by focusing on the different levels (e.g., low, medium, and high) of
changes or what context is included in the changes in terms of concepts,
effects, complexity, etc. Another thing is that it is also necessary to
have a valid, reliable, and effective tool to evaluate such perceptional
changes. Given this, the concept of cognitive mapping is probably the
most promising due to its topological structure that can be further
computed and the ability to represent human cognition in various
ways. We, therefore, essentially focus on examining the variability of
individual and group-level cognitive structures during academic work
through cognitive mapping-based assessments. According to Norman
and Gentner (1987), reorientation of cognitive structures in terms of
the used concepts and relations can be understood as a creation of new
knowledge. In light of this, we seek to investigate the students’ learning
performance and causal changes by comparing the beginning and end
cognitive maps.

3. Assessment types of learning outcomes

In an analogy to computer science, one can distinguish two possible
types of assessment of learning outcomes:

– supervised assessment of learning that operates with the concept
of ‘‘correct’’ or ‘‘desirable’’ knowledge (abbreviated as ‘‘correct
understanding’’ further in the text), where the knowledge, skills,
cognitive structures, etc. of the students are compared to this
correct understanding and deviations from the correct under-
standing are considered undesirable and are to be eliminated.
This approach to the assessment of the outcomes of learning can
be efficient and provide useful insights for the management and
optimization of the teaching/learning process. However, it fre-
quently also comes with the necessary requirement of specifying
the key features of the correct understanding and, therefore, with
the need to focus on pre-defined aspects of the learning or specific
parts of the cognitive structures of the students. And these need
to be specified by the person designing or carrying out the assess-
ment. To represent this type of learning outcome assessment, we
can formulate its goal as ‘‘Let us see if you understand it correctly.’’
This type of evaluation can thus be understood as normative. The
correct/incorrect continuum is a useful one to guide the learning
process, and it can also provide some insights needed for the
management of the teaching process. Unfortunately, the need to
specify what is (in)correct in advance can lead to some effects of
the learning process escaping the teacher’s/instructor’s attention.

– unsupervised assessment of learning that can be represented by the
goal ‘‘Let us see what you have learned.’’ It is clear that this ap-
proach is less suitable for the direct assessment of the correctness
of the outcomes of learning, as it does not directly provide the
answer whether the obtained knowledge, skills, understanding,
etc. is correct. On the other hand, it is capable of describing what
has changed as a result of the learning process and as such it can
be very valuable in the guidance and planning of the learning pro-
cess. It allows for a complex assessment of the process of learning
that can be fully exploited for the management and optimization
of the process of teaching. This approach to the assessment of
learning outcomes is more explorative than normative and aims
on mapping the effects of the teaching/learning process in their
entirety. It is also more dynamic than static, as it focuses on what
has changed as a result of the teaching event.
7

In essence, both the above-mentioned types of evaluation require
the assessment of the ‘‘final state’’ of the skill, cognitive structure,
understanding, etc., as it manifests itself after the learning/teaching
process. For the normative (supervised) assessment, it can be enough
to check the state after the learning/teaching process takes place only.
In other words, it might be enough to assess the (in)correctness of the
understanding, (in)sufficiency of the skill, etc. This might be the reason
why the outcomes of learning are frequently assessed this way. Another
reason for the frequent use of the supervised assessment methods might
be the above-mentioned relevance to the management of the learning
process and its seeming simplicity - a single ‘‘measurement’’ is done
at the end of teaching/learning and correctness or appropriateness of
the resulting skill, cognitive structure or understanding is checked and
quantified, if needed. If the assessment of the learning outcomes is done
only at the end of the learning/teaching process, then the assessment
can be considered static.

The explorative unsupervised assessment of learning requires the
knowledge of the ‘‘starting state’’ as well. In other words, if we want
to see what has changed as the result of the learning/teaching process
in the cognitive structures of the students, we need to know how they
looked like prior to the teaching event and how they look like when the
teaching event has ended. This requires an additional measurement of
the baseline level of knowledge/skill/understanding at the beginning,
which is more tedious and resource-intensive. The potential benefit
is analogous to the benefits of other explorative methods — it is
possible to gain more insights into the effects of teaching, analyze
them and perform corrections of the process if needed. In other words,
we can obtain valuable insights concerning the effects of the teaching
action that might have been overlooked by the normative supervised
assessment method. Even the desirability of the identified changes (or
the absence of a change in a specific area) can be established ex-post.
The difference from the supervised assessment of learning is that we do
not specify what to consider and what to check for correctness. On the
contrary, we can identify notable changes in the cognitive structures
or their rigidities in all their variability, assess their desirability and
act upon this information. Table 2 summarizes the main features of
supervised and unsupervised techniques to assess learning outcomes.

It is also interesting to note that if the baseline measurement is not
performed in the beginning, the normative supervised assessment of
the outcomes of learning might not be informative of the effects of
teaching at all. Consider a situation when the correct understanding
was present prior to the teaching event, then its presence at the end of
the event does not signify the efficiency of the teaching event, it just
shows that the teaching event did not distort the correct understanding
with the particular individual. In other words, no-effect might not be
distinguishable from a desirable change in the cognitive structure or
even from an undesirable change in the cognitive structure. Still, if
the final state of the cognitive structure (skill, understanding, etc.) is
of importance, then the normative assessment can serve its purpose
well. But if the teaching/learning process is to be optimized, then the
baseline measurement is also needed for the normative assessment (to
be able to attribute the change to the teaching action) and thus, the
normative assessment loses a part of its ‘‘simplicity advantage’’ over
the unsupervised learning.

4. Materials and methods used

In this section, we first conceptualize the context of the study,
participants, and data collection of cognitive maps along with the
students’ computer-supported collaborative learning simulation task
used to show the performance of the methods proposed in this study.
This is followed by introducing the measures used, including distance
ratios and fuzzy set-theoretic measures.
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Table 2
Comparison of main features of supervised and unsupervised techniques for the assessment of learning outcomes — a summary.

Goal Supervised assessment of learning outcomes Unsupervised assessment of learning outcomes
using causal maps

Identification of ‘‘correct’’ and ‘‘incorrect’’
cognitive structure and its elements

Yes, with respect to a given ‘‘correct’’ knowledge
representation

Yes, desirability of each effect of learning can be
assessed separately, ‘‘correct’’ knowledge
representation can also be utilized

Ability to assess difference from ‘‘correct’’
knowledge (if known)

Yes Yes

Effects covered Static, usually only final state measured, no means
of attributing the ‘‘success’’ to the
teaching–learning intervention

Dynamic (as a difference of two static captures of
the cognitive structure in different times) Changes
between start and end representation of expert
knowledge can be attributed to learning

Identification of persistent relationships between
concepts (unaffected by the teaching–learning
intervention)

Difficult (due to static nature). Also potentially
limited by the focus on the ‘‘correct’’ knowledge.

Yes, persistent relationships can be identified, their
desirability can be established after their
identification.

Needed number of assessments At least 1 (usually after the teaching–learning
event)

At least 2 (at the beginning of the
teaching–learning event and after its end)

Main focus on Differences from ‘‘correct’’ knowledge and its
formal representation.

Differences between the start and end knowledge
and their representations.

Limitation of use Not applicable where ‘‘correct’’ knowledge is
difficult to define (e.g., ethics)

Not well suited for simple fact-checking (factual
knowledge not representable by a causal map)
4.1. Context of the methods’ applicability study and participants

Examining the variability in students’ learning needs a research
context that allows studying the same students in different settings.
These settings should vary so that they stimulate different levels of
surface and deep learning (Nijhuis et al., 2008). The present study was
based on a course held for two periods (14 weeks) in a year at the
business school at a university in Finland. This CSCL course aims to
familiarize students with strategic planning for international business in
general and the management and execution of global business strategies
within the context of multinational corporations in particular. The
general idea of this course is to support the students in understanding
various international or global strategies and their advantages and
disadvantages.

A total of 71 master’s degree students1 participated in the course
uring the selected academic year, and they were supposed to have
rior knowledge of international business to start this course. At the
eginning of the course, the students were instructed to visualize their
ognitive structures concerning the possible effects (direct and indirect)
f chosen 12 strategic issues considered by them as the most relevant
nes on the total cumulative shareholder returns of a company. This
ay, the beginning causal maps were produced for the participants
f the course. During the course, students were required to perform
n eight-week business simulation task on strategy implementation in
controlled setting, which aimed to expose the students to actual
anagement challenges in an international context. Subsequently, two

o five students, working as a team, shared their cognition, interpre-
ations, and opinions during the simulation exercise. Throughout the
imulation task, the teacher instructed and supervised the students to
nderstand and interpret the operations of international trading strate-
ies in global business in a dynamic and competitive environment. After
he simulation was concluded, the cognitive structures of the students
ere captured again using the cognitive maps. The performance of

eams in the simulation task was measured by the total cumulative
hareholder returns (TCSR), defined as the average percentage return
hat shareholders receive annually from the company during the entire
imulation.

1 This is the number of students who completed the course.
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4.2. Applicability study data collection — cognitive map creation and
formal representation

In the data collection, there were 71 individual-level cognitive maps
originally belonging to 16 management teams consisting of students
in the simulation, created based on 40 strategic-level constructs pre-
sented in Table 3. As explained in the previous subsection, the data
samples of individual cognitive maps were collected two times, (i) at
the beginning and (ii) at the end of the simulation task. To create a
cognitive map, each individual selected 12 constructs (from the list in
Table 3) perceived as the most relevant from his/her knowledge and
unique views on the situation. Each cognitive map also included the
TCSR, as the causation of TCSR was the main point of investigation in
the course/simulation. Regarding the student simulation task, the share
price for each group was the same at the beginning of the simulation
task. However, it changed over the simulation process according to the
success of the groups in the decision-making process. Moreover, it was
not allowed for the groups to issue new shares or repurchase existing
shares during the simulation.

For the purpose of this study, we intended to examine the cognitive
diversity between the start and end cognitive maps as well as the
changes in the structure and content of the maps at the individual-
and group levels. To do so, that is to allow for formal calculations and
automation of the analysis, we first converted all individual cognitive
maps into adjacency matrices. To simplify the analysis, a 41 × 41 ad-
jacency matrix represented each individual map (i.e., the 40 strategic-
level constructs plus the TCSR defined each matrix dimension). Each
cell value of the matrix represents the strength (weight) of the causal
relationship between two elements in the cognitive maps (the cor-
responding row element is then considered to be the cause for the
corresponding column element). The strengths of these causal rela-
tionships were chosen from the vector (−3,−2,−1, 0, 1, 2, 3), where the
sign reflects the polarity of the relationship and 0 would represent
a nonexistent causal relationship (see, for example, Table A.1 in the
Appendix). It is also worth mentioning here that an adjacency matrix
corresponding to a cognitive map of an individual is referred to as
an individual map. In particular, an average adjacency matrix for all
individual maps in a group represents a group-level map.

Fig. 1 displays the frequencies of the strategic topics that appeared
in the individual starting and end cognitive maps in the original data.
In addition, frequency differences between the end and starting maps
are also demonstrated. With this result, we attempt to answer Q2. The

information in the figure allows us to understand which strategic issues
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Table 3
Pool of strategic issues on sustainable return to shareholders.

ID Strategic issues ID Strategic issues

1 Market share 22 Short-term profitability
2 Demand 23 Long-term profitability
3 Own manufacturing 24 Growth of the company
4 Contract manufacturing 25 Employee training and education
5 Inventory management 26 Consumer price elasticity
6 Investment in production and plants 27 R&D employee turnover
7 Number of R&D personnel 28 Wages of R&D employees
8 In-house R&D 29 Mission and vision
9 Buying technology and design licenses 30 Promotion
10 Product-market decisions (technology) 31 Transportation cost
11 Feature offered 32 Interest rates
12 Product selling prices 33 Market selection decisions
13 Logistics priorities 34 Brand, company image
14 Transfer prices 35 Capacity allocation
15 Long-term debt 36 Network coverage
16 Dividends 37 Equity ratio
17 Number of shares outstanding 38 Environmental sustainability
18 Internet loans 39 Supplier selection
19 Sales 40 Supply chain ethics
20 Corporate tax rate 41 Total cumulative shareholder returns
21 Competition in the market
a
a
e
b
f

𝐷
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have/have not gained more attention during the students’ decision-
making process within the simulation task. For example, one can see
from the top sub-figure in Fig. 1 that ‘‘Sales’’ (19), ‘‘Growth of the
company’’ (24), ‘‘Long-term profitability’’ (23), ‘‘Dividends’’ (16), and
‘‘Demand’’ (2) were the most frequently (≥50) used variables before
the actual business simulation process. Besides, some strategic issues
such as ‘‘Contract manufacturing’’ (4) and ‘‘Transfer prices’’ (14) have
received limited attention from the students. Frequency differences (see
the third sub-figure in Fig. 1) also give a clear view of these changes on
a group level. However, notice that Fig. 1 demonstrates the frequency
rate of the strategic issues used by students and does not indicate any
influences of them. Additionally, the frequency difference sub-figure of
Fig. 1 (the third from the top) only provides an aggregated view of the
changes in the frequency of use of the key concepts in the maps. A more
detailed plot that summarizes the ‘‘change traffic’’ on a more individual
level is presented in the bottom sub-figure of Fig. 1. The bottom sub-
figure in Fig. 1 can be used to better understand the effect of the CSCL
event in terms of the perceived importance of the strategic issues. It is
possible to see the potentially ambivalent effect of the teaching event,
where some strategic issues are discarded by some students as a result
of the event, while for others, the same strategic issues emerge in the
end maps. The knowledge of strategic issues that seem to be the most
reconsidered ones can help the teacher in the design and targeting of
the CSCL course in the future.

By looking at the frequency differences in Fig. 1, where the third
sub-plot represents the differences in frequencies of use of the strategic
issues at the beginning and end causal maps on the overall course
level, we can see that some of the concepts appear or disappear from
students’ cognitive maps during the course. For example, the frequency
for concepts such as ‘‘Mission and vision’’ (29), ‘‘Supplier selection’’
(39), and ‘‘Interest rates’’ (32) clearly decreases during the course,
whereas the frequency for concepts such as ‘‘Product selling prices’’
(12), ‘‘Equity ratio’’ (37), and make or buy decisions on manufacturing
[i.e., ‘‘Own manufacturing’’ (3), and ‘‘Contract manufacturing’’ (4)],
increases during the course. One interpretation of this is that at the
beginning of the course, concepts in students’ causal maps tend to
be more abstract (e.g., ‘‘Mission and vision’’ and ‘‘Supplier selection’’)
or externally given (such as ‘‘Interest rates’’), but during the course,
they convert into concepts that are more concretely related to own
decision-making.

In our data collection, the cognitive maps have been drawn by the
students to evaluate the impacts of the chosen 12 strategic topics on
each other and the TCSR during the business simulation task. Therefore,
the nodes in the cognitive maps represent those strategic issues and
9

the TCSR, while directional edges with strength values represent the
causal effect relations between the two nodes. A causal effect could
be negative (−) or positive (+), and its weight might be weak (one),
moderate (two), or strong (three) (Hodgkinson et al., 2004). Fig. 2
illustrates an example of the cognitive maps in the original data of this
study, including positive and negative causal relationships between the
elements with associated weights.

4.3. Distance ratio measures used for analyzing cognitive maps

To analyze and compare the cognitive maps, several quantitative
measures have been developed in previous research. As one of them,
the distance ratio (DR) (Langfield-Smith & Wirth, 1992) is a well-
known method to measure the difference between any pair of cognitive
maps. It is a value between 0 and 1, and when DR is 0, the maps
re identical, and when DR is 1, the distance between the maps is
t its maximum (Markoczy & Goldberg, 1995). In this research, we
mployed two distance measures: the first measure initially presented
y Langfield-Smith and Wirth (1992, Eq. (12)) can be defined as
ollows:

𝑅1(𝐴,𝐵) =

∑𝑝
𝑖=1

∑𝑝
𝑗=1 ∣ 𝑎

∗
𝑖𝑗 − 𝑏∗𝑖𝑗 ∣

6𝑝2𝑐 + 2𝑝𝑐 (𝑝𝑢1 + 𝑝𝑢2 ) + 𝑝2𝑢1 + 𝑝2𝑢2 − (6𝑝𝑐 + 𝑝𝑢1 + 𝑝𝑢2 )
(1)

where

𝑎∗𝑖𝑗 =

⎧

⎪

⎨

⎪

⎩

+1 for 0 < 𝑎𝑖𝑗 , 𝑖 or 𝑗 ∉ 𝑃𝑐

−1 for 0 > 𝑎𝑖𝑗 , 𝑖 or 𝑗 ∉ 𝑃𝑐

𝑎𝑖𝑗 otherwise

and 𝑏∗𝑖𝑗 =

⎧

⎪

⎨

⎪

⎩

+1 for 0 < 𝑏𝑖𝑗 , 𝑖 or 𝑗 ∉ 𝑃𝑐

−1 for 0 > 𝑏𝑖𝑗 , 𝑖 or 𝑗 ∉ 𝑃𝑐

𝑏𝑖𝑗 otherwise

nd 𝐴 and 𝐵 are two cognitive maps represented by their adjacency
atrices, 𝑝 is the total number of possible nodes representing the

trategic concepts in a map (𝑝 is the same for both 𝐴 and 𝐵), 𝑃𝑐 is
he set of common nodes to both maps, 𝑝𝑐 is the number of elements

of 𝑃𝑐 , 𝑝𝑢1 is the number of nodes unique to map 𝐴, 𝑝𝑢2 is the number
of nodes unique to map 𝐵, and 𝑎𝑖𝑗 and 𝑏𝑖𝑗 are elements of the 𝑖th row
and 𝑗th column in the adjacency matrices relative to map 𝐴 and 𝐵,
respectively.

Secondly, we also employed a novel distance ratio measure that was
recently introduced by Bergman et al. (2020) as an enhancement of the
one presented by Eq. (1). The purpose of applying this measure was
to gain further support for the examination of cognitive maps. In this
generalized version, unit area information is considered, meaning that

the non-zero elements in both maps are taken into account. The formula
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Fig. 2. An example of a cognitive map in our data collection — as provided by the individuals during the business simulation activity.
of this measure can be presented as follows:

𝐷𝑅2(𝐴,𝐵) =

∑𝑝
𝑖=1

∑𝑝
𝑗=1 ∣ 𝑎

∗
𝑖,𝑗 − 𝑏∗𝑖,𝑗 ∣ + ∣ 𝐴𝑎 − 𝐵𝑎 ∣

6𝑝2𝑐 + 2𝑝𝑐 (𝑝𝑢1 + 𝑝𝑢2 ) + 𝑝2𝑢1 + 𝑝2𝑢2 − (6𝑝𝑐 + 𝑝𝑢1 + 𝑝𝑢2 ) + 𝑇2
(2)

where 𝐴𝑎 and 𝐵𝑎 are the count of causal relationships included in the
cognitive map 𝐴 and 𝐵, respectively and 𝑇2 = max([𝐴𝑎, 𝐵𝑎]).

4.4. Set-theoretic consistency and coverage measures

In this research, one focus of our analytic approach is based on the
fuzzy set-theoretic qualitative comparative analysis (fsQCA). This ap-
proach is particularly applied here for the investigation of the changes
in polarities and magnitudes of causal relationships. The fsQCA that
was initially defined by Ragin (2008) is a powerful method that allows
us to interpret causal (cause–effect) relationships between predictor
and outcome by identifying which conditions are necessary or sufficient
to produce the outcome (Skaaning, 2011). This study mainly focuses on
two essential notions in the fsQCA: consistency and coverage, which
can be formally defined in the following way.

Let us consider two features A and B in a set 𝑋 of observations
available such that A ∼ 𝐴 ⊆ 𝑋 and B ∼ 𝐵 ⊆ 𝑋, in which 𝐴
and 𝐵 are two subsets of observations in 𝑋 as they can represent the
features A and B, respectively. Alternatively, we can also allow for the
observations to have the features only partially, in which case 𝐴 and
𝐵 would be fuzzy subsets of 𝑋, in other words, 𝐴 ⊆𝐹 𝑋 or 𝐵 ⊆𝐹 𝑋,
where for any 𝑥 ∈ 𝑋, we can denote the membership degree of 𝑥 to 𝐴
as 𝐴(𝑥) ∈ [0, 1] and its membership degree to 𝐵 as 𝐵(𝑥) ∈ [0, 1]. The
value 𝐴(𝑥) then represents the degree to which 𝑥 has the feature A,
and the interpretation of 𝐵(𝑥) is analogous. Suppose that now we want
to investigate whether the feature A could be a necessary or sufficient
condition of the feature B also being present in the given observation.
To achieve this, we can consider a relationship A ⇒ B and examine its
correspondence with the available data. Put it differently, if we want
to find out whether A is a sufficient condition for B, then we need to
focus on the 𝐴 ⊆ 𝐵 relationship, and if A being a necessary condition
for B is of interest then we need to focus on 𝐵 ⊆ 𝐴.

Set-theoretic consistency refers to the proportion of cases of A coin-
ciding with B in all cases of A in the data. In other words, it provides
a measure of empirical evidence supporting the claim investigated (for
example, 𝐴 ⊆ 𝐵). If the consistency value is low for a causal relation,
then the empirical evidence does not support the existence of the
given causal configuration. This means that the existence of A is not
sufficient for the outcome of B to be present (in other words, there
are observations 𝑥 ∈ 𝑋 such that they possess the feature A but do
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not have the feature B). Besides, coverage refers to the proportion of
the cases of the outcome B that are associated with A considering all
cases of B in the data (Kumbure et al., 2020; Schneider & Wagemann,
2012). Coverage often works against the consistency, which means
high coverage may have low consistency and vice versa (Kent, 2008).
In this research, to compute the consistency and coverage values, we
applied the standard formulas presented in Stoklasa et al. (2018) in the
following way:

𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦(A ⇒ B) =
𝐶𝑎𝑟𝑑(𝐴 ∩ 𝐵)
𝐶𝑎𝑟𝑑(𝐴)

=
∑𝑛

𝑖=1 min(𝐴(𝑥𝑖), 𝐵(𝑥𝑖))
∑𝑛

𝑖=1 𝐴(𝑥𝑖)
(3)

𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒(A ⇒ B) =
𝐶𝑎𝑟𝑑(𝐴 ∩ 𝐵)
𝐶𝑎𝑟𝑑(𝐵)

=
∑𝑛

𝑖=1 min(𝐴(𝑥𝑖), 𝐵(𝑥𝑖))
∑𝑛

𝑖=1 𝐵(𝑥𝑖)
(4)

where 𝐴 and 𝐵 are two fuzzy sets on 𝑋. Here we assume that the
cardinality of a fuzzy sets2 𝐴 and 𝐵 are nonzero, that is 𝐶𝑎𝑟𝑑(𝐴) =
∑

𝑥∈𝑋 𝐴(𝑥) ≠ 0 and 𝐶𝑎𝑟𝑑(𝐵) =
∑

𝑥∈𝑋 𝐵(𝑥) ≠ 0 with respect to the
relationship 𝐴 ⇒ 𝐵. When 𝐴 ∩ 𝐵 = 𝐴, then 𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦(𝐴 ⇒ 𝐵) = 1
(perfect consistency), and this implies that there is no evidence that
contradicts the given relationship in the data.3 We can also conclude
that A is a sufficient condition for B. Besides, 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒(𝐴 ⇒ 𝐵) = 1
implies that 𝐴 ∩ 𝐵 = 𝐵 and thus we can also conclude that A is a
necessary condition for B. If there are other ‘‘causes’’ for B, then the
coverage score could be less than 1. A relation with the consistency of
1 and coverage of 1 would be an ideal case indicating that A is the only
cause for B, and there are no counterexamples from the data (Stoklasa
et al., 2017).

Generally, we prefer to get a good balance from various consistency
and coverage ranges for a particular situation. If the relation has very
high consistency but a low coverage, that does not describe many
cases at all, and the relationship might be too specific, even though
rather strong. In contrast, if the relation has very high coverage with
low consistency, that indicates a weak relationship because there is no
sufficient evidence from the data.

2 Cardinality of a fuzzy set 𝑃 on a finite universal set 𝑈 is 𝐶𝑎𝑟𝑑(𝑃 ) =
∑

𝑥∈𝑈 𝜇𝑃 (𝑥), and on an infinite universal set 𝑈 it is 𝐶𝑎𝑟𝑑(𝑃 ) = ∫𝑈 𝜇𝑃 (𝑥)𝑑𝑥,
where 𝜇𝑃 (𝑥) ∶ 𝑈 → [0, 1] is called a membership function of 𝑃 .

3 If 𝑃 and 𝑄 are fuzzy sets on 𝑋 then 𝑃 ∩𝑄 is a fuzzy set on 𝑋 as well and
its membership function is defined, for the purpose of our calculations, using
the min t-norm, that is for any 𝑥 ∈ 𝑋 we have (𝑃 ∩𝑄)(𝑥) = min{𝑃 (𝑥), 𝑄(𝑥)}.
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Fig. 3. Flow diagram of the main phases in the research procedure.
i
l

. Proposed approach

By examining strategic interpretations and changes of cognitive
iversity in the cognitive maps and changes in their structure and
ontent from start to end, this research aims at investigating the vari-
bility of students’ perceptions as an effect of learning. Accordingly,
everal assessments were designed in the research model based on the
nformation extracted from the cognitive maps where the individual
erceptions of strategic interpretations have been observed. The steps
n the research process and the practical tasks conducted are sum-
arized in the flow diagram presented in Fig. 3. In principle, there
ere two main assessments in our applicability study on the data from
real-life university-level CSCL course, (i) group-level assessment of

earning outcomes using distance ratio measures and (ii) individual-
evel assessment using the frequency information of causality changes
n the causal maps. The steps of these analyses are discussed in detail
n the following sub-sections.

.1. Data preparation

Tackling the quality issues and errors in the data is critical to
nsure that early mistakes do not influence the analysis results later.
ccordingly, at the beginning of the data analysis in our methods’
pplicability study, we focused our attention on several issues, such as
ata entry errors and systematic errors, and the improvement of the
uality and reliability of the input data. In addition to that, we noticed
hat the end cognitive maps of some individuals were not available,
ven though the starting maps of corresponding individuals existed. In
his case, we ignored such starting maps, and the respective individuals
ere not included in the analysis. Besides, to avoid the issues in matrix

alculations, we ensured that all adjacency matrices representing the
ognitive maps were in the size of 41 × 41. In other words, all the
djacency matrices considered all the 41 key concepts listed in Table 3
s potential nodes in the corresponding causal maps.

.2. Distance ratio-based assessment — analysis of the effects of learning
n cognitive diversity

In this assessment, we aim to examine how cognitive diversity
ithin a group has changed as a result of the learning process during

he simulation task. To achieve this, we first calculate the distance ra-
ios from the individual-level maps (from those within the group) to the
roup-level maps considering the whole data sample [i.e., 𝐷𝑅(group𝑖,1,
ndividual𝑖𝑗,1) and 𝐷𝑅(group𝑖,2, individual𝑖𝑗,2), where for group 𝑖 and
ts individual 𝑗, 1 and 2 denote the beginning and end causal maps,
espectively]. Subsequently, we considered the differences in calculated
istance ratios (internal diversity) between the end and the begin-
ing for each individual [i.e., 𝐷𝑅(group𝑖,2, individual𝑖𝑗,2)−𝐷𝑅(group𝑖,1,
ndividual𝑖𝑗,1)] and then averaged those differences at the group level.
n this way, we aim to identify changes in the average distance of the
ndividual maps from the group-level map within the given group as an
ffect of learning during the course. We also investigate the changes
11
n the individual distances from the group-level map as a result of
earning. Additionally, it is worth mentioning that both 𝐷𝑅1 and 𝐷𝑅2

measures were used to compute distance ratios for this analysis.

5.3. Analysis of the changes in cognitive structures as an effect of learning

This analysis investigated the changes in the causal relationships
in the individual cognitive maps from the beginning of the course
to its end, considering Q3. We started this analysis by collecting the
frequency of each causal relationship for each strength value going
through all adjacency matrices of the cognitive maps. A strength value
for a particular causal relationship was allowed to vary from −3 to
3, and it was possible for the same causal relationship to appear in
more cognitive maps with different strengths. Each individual cognitive
map had to include the TCSR and 12 more selected key concepts
from the list presented in Table 3, it was allowed to include as many
causal relationships between the pairs of the selected key concepts
as needed, no relationship could be included more than once. Each
causal map was then represented by a 41 × 41 adjacency matrix
𝐴𝑘
𝑗 = {𝑎𝑘𝑚,𝑛;𝑗}

41
𝑚,𝑛=1 where 𝑘 = 1 indicates a beginning matrix, 𝑘 = 2

indicates an end matrix, 𝑗 = 1,… , 71 is the index of the individual
(student) and 𝑎𝑘𝑚,𝑛;𝑗 ∈ {−3,−2,−1, 0, 1, 2, 3} represents the strength of
the causal relationship between key concepts 𝑚 (cause) and 𝑛 (effect)
as perceived by the student 𝑗; when 𝑎𝑘𝑚,𝑛;𝑗 = 0 then the causal re-
lationship is not present in the given causal map. In this way, we
can now perform the frequency analysis of all the possible causal
relationships in the individual maps. For instance, suppose that we
have received the frequency vector (1, 3, 2, 20, 7, 17, 14) with the strength
vector (−3,−2,−1, 0, 1, 2, 3) for a causal relationship within the starting
maps. It indicates that 1 individual weighted this causal relationship
(−3), 3 individual weighted (−2), etc., for the causal relationship when
the simulation was started. By collecting these frequencies, we can
now assess the existence/non-existence, directional changes, and ro-
bustness of a given causal relationship from beginning maps to end
maps. Subsequently, we attempted to answer the following research
questions: the extended questions of the cases discussed under Q3 in
Section 1.2, which aim at the understanding (unsupervised assessment)
of the outcomes of learning:

Q3.1 What are the causal relationships that exist in the beginning
maps but do not exist in the end maps? This would mean that
the students learned that a particular relationship between a
pair of strategic concepts has no meaning in terms of a cause–
effect relation, even though they originally thought that this
relationship was relevant.

Q3.2 What are the causal relationships that do not exist in the be-
ginning maps but do exist in the end maps? This assessment is
analogous to the previous one but identifies those relationships
that became relevant as a result of learning.

Q3.3 What are the causal relationships whose polarity has changed

from the beginning to the end of the course? This examines the
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Table 4
The hypothesis models in linguistic levels with the strengths at the beginning and the end.

Causal strengths in the end

Negative Zero Positive

Negative 𝐻01 𝐻04 𝐻07
Causal strengths in the beginning Zero 𝐻02 𝐻05 𝐻08

Positive 𝐻03 𝐻06 𝐻09
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directional changes (up and down) in terms of the positivity and
negativity of the causal relationships.

Q3.4 What are the causal relationships that the students expressed at
the beginning of the course and that ended up being the same
(or close to the same) by the end of the course? This identifies
robust relationships present and unaffected by the learning.

The purpose of Q3.1 and Q3.2 was to investigate what kind of
ausal relationships were excluded or developed during the course.
n particular, we examined how strong such a relationship was and
ow many individuals believed and agreed on this relationship. In
rinciple, these tasks directly track the impact of the course learning on
he students’ decision-making process during the business simulation
ctivity. The examination associated with Q3.3 intended to explore
olarity changes of the relations (+ to −or other the way around) —
his would mean that learning manifested itself as a change in the
trength of the causality and also in the change of its sign meaning
hat a strengthening effect turns into weakening one or vice versa.
oreover, Q3.4 regards the idea that either no learning has occurred

uring the course or the students already knew this in the beginning
nd believed such by the end of the course. In this way, we analyzed the
bserved results with Q3.1–4 to describe the characteristics of students’
erceived causalities and their diversity caused by the course learning.

.4. Applying a fsQCA approach

In addition to the frequency-based analysis regarding Q3.3, we
urther examined how the direction of each causal relationship has
hanged from the beginning to end in the individual maps as a result
f the learning process using a fsQCA approach. Accordingly, we first
eveloped the hypotheses as presented in Table 4, which aimed to
etect the changes in causal maps in terms of the strength values. As
een from the table, we specifically considered ‘‘zero’’ (non-existent) the
iddle point between negative and positive strengths for this analysis

nd established the hypothesis accordingly. This means, in principle,
ll causal relationships regarding Q3.1, Q3.2, and Q3.3 were subjected
o this fsQCA analysis. Focusing on an example hypothesis in the
able, 𝐻01 implies that the existence of a negative relationship in the
eginning map indicates the existence of that relationship at the end as
ell and the polarity of that particular remaining negative.

The approach used for testing whether a particular hypothesis was
ejected or not was based on the context of fuzzification. Fuzzification
s a technique applied to transform crisp inputs (exact inputs) into fuzzy
nputs to generate the outcomes according to the fuzzy values (Timo-
hy, 2010). In our case, we created the fuzzy sets based on the linguistic
abels: negative, zero, and positive. Specifically, we used these labels
ecause the effect of one relationship on another could be negative,
ositive, or non-existent (zero) in the used cognitive maps data. In this
egard, we employed a trapezoidal membership function to calculate
embership degrees to the individual frequency results. A general form

f the used fuzzy trapezoidal membership function can be defined for
given 𝑥 ∈ 𝑈 (universal set) to fuzzy set 𝑃 as follows:

𝜇𝐴(𝑥) = 𝛱(𝑥; 𝛼, 𝛽, 𝛾, 𝛿) =

⎧

⎪

⎪

⎨

⎪

⎪

0 if 𝑥 < 𝛼 or 𝑥 > 𝛿
𝑥−𝛼
𝛽−𝛼 if 𝛼 ≤ 𝑥 ≤ 𝛽

1 if 𝛽 ≤ 𝑥 ≤ 𝛾
𝛿−𝑥

(5)
12

⎩ 𝛿−𝛾 if 𝛾 ≤ 𝑥 ≤ 𝛿 o
where 𝛼, 𝛽, 𝛾, and 𝛿 are real parameters such that 𝛼 < 𝛽 < 𝛾 < 𝛿.
For this analysis, we categorized membership degrees into negative (−),
zero, and positive (+) according to the definitions of the membership
functions which can be denoted as 𝜇− ∼ 𝛱(𝑥; 𝛼, 𝛼, 𝛽, 0), 𝜇𝑧𝑒𝑟𝑜 ∼
(𝑥; 𝛽, 0, 0, 𝛾), and 𝜇+ ∼ 𝛱(𝑥; 0, 𝛾, 𝛿, 𝛿), where 𝛼 = −3, 𝛽 = −1, 𝛾 = 1,

nd 𝛿 = 3. In this way, we calculated the membership degrees of all
bservations to the corresponding fuzzy sets representing directional
hanges of the relations (negative-zero-positive).

Once all membership degrees were obtained, we next calculated
onsistency and coverage scores to observe all the evidence in favor or
gainst each hypothesis presented in Table 4 (consistency) and also the
enerality of those hypotheses as evidenced by the data (coverage). In
his manner, we employed the fsQCA approach to analyze the change
f cognitive diversity at the group level as a result of learning. To
valuate the validity of the hypotheses, we analyzed the consistency
alues together with coverage values. We prioritized the consistency
irst during the evaluation and then the coverage scores to obtain addi-
ional support for each hypothesis. Regarding consistency, a high value
eflects strong support in favor of the evaluated hypothesis. However,
epending on the cases we investigated, a specific value required for
onsistency can also be defined. In this study, we recognized the evi-
ence supporting the hypothesis to be sufficient and reasonable if the
orresponding claim has an acceptable consistency value (ranging ap-
roximately within [0.6; 0.75)), through high (ranging within [0.75; 0.9))
o excellent (0.9 and higher), in accordance with the study by Kumbure
t al. (2020). On the contrary, we considered that low consistencies do
ot support the validity of the hypotheses. If the consistency value for
case tested was in the acceptable range or higher, then the coverage

alue was also considered to determine the validity and generality of
he relationship represented by the hypothesis.

All of the computations in this applicability study were implemented
sing MATLAB 2019b software. In order to compute and store the
istance ratio and fsQCA measures,4 the local functions were generated
rom scratch. For the rest of the calculations, we used Matlab built-in
unctions (e.g., to create trapezoidal fuzzy sets).

. Results and discussion

This section presents and discusses the results obtained during the
nalysis of the real-life data described before in the proposed methods’
pplicability study. The investigation was based on two primary analy-
es, accordingly, the findings of each category are offered under several
ub-sections. We first present the distance ratios results obtained with
ll cognitive maps.

.1. Distance ratio differences between in beginning maps and end maps
Q1)

As we employed two distance ratio measures, 𝐷𝑅1 and 𝐷𝑅2, to
et an unbiased evaluation of the analysis, Fig. 4 displays observed
verages of the 𝐷𝑅 differences at the group level for both measures for
ll 16 groups. These distance ratios, as stated before, were calculated
rom the individual maps to the corresponding group map, and then

4 Matlab functions for consistency and coverage measures can be found
rom https://se.mathworks.com/matlabcentral/fileexchange/63988-degree-
f-support-disproof-consistencies-coverages.

https://se.mathworks.com/matlabcentral/fileexchange/63988-degree-of-support-disproof-consistencies-coverages
https://se.mathworks.com/matlabcentral/fileexchange/63988-degree-of-support-disproof-consistencies-coverages
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Fig. 4. The variation of 𝐷𝑅1 and 𝐷𝑅2 differences between starting maps and end maps for each group. Negative values correspond with the reduction of the cognitive diversity
s a result of learning, positive values correspond with the increase of cognitive diversity within the group.
Fig. 5. The variation of 𝐷𝑅1 and 𝐷𝑅2 from individual maps to corresponding group map in the beginning and the end (two different colors separate the groups of individuals
from each other).
their differences between the beginning and end were considered. As
one can see from Fig. 4, both measures vary in a similar manner around
zero, but the 𝐷𝑅2 differences have a slightly higher variation than 𝐷𝑅1.

To get a clear view of the variation of the individual maps within
the group from the beginning to the end, Fig. 5 illustrates the dis-
tance ratios from each individual map to the corresponding group
map regarding the starting and end maps. According to the figure,
it is clear that the diversity within the group has always changed
from the beginning to the end regarding both distance ratio measures.
One can also observe that the lowest end diversity appeared in group
‘‘11’’, in which only two students were included. Looking at Figs. 4
and 5, one can see the effect of learning (of the CSCL simulation-
based course) on cognitive diversity at the group and individual levels,
respectively. It is, therefore, possible to see whether the teaching leads
the students towards consensus in terms of their cognitive structures
within their group or whether more diversity is introduced as a result of
teaching/learning. Note that even the ‘‘individual’’ analysis, the results
of which are presented in Fig. 5, is group-dependent (the distance ratio
13
of the individual map is calculated concerning the group map) and, as
such, should not be considered a purely individual assessment of the
outcomes of learning.

6.2. Examining the causal relationships that exist in beginning maps but do
not exist in ending maps (Q3.1)

This assessment explores 104 causal relationships that showed up
in the beginning maps but disappeared in the end maps. For example,
Fig. 6 illustrates the frequency distribution of some selected cases, com-
paring them at the beginning and at the end of the CSCL event. Some of
the causal relationships that disappear during the course are not very
logical, and therefore the disappearance of such causal relationships is
clear evidence of learning (and in case of the disappearance of illogical
relationships, the learning can be directly considered correct or desir-
able). Examples of such relationships are positive impacts of ‘‘Market
selection decisions’’ on ‘‘Interest rates’’ (33 ⇒ 32) and ‘‘Competition
in the market’’ on ‘‘Promotion’’ (21 ⇒ 30). Some of the disappearing
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Fig. 6. Some examples of causal relationships that exist in the beginning maps as in (a) but do not exist in the end maps (b).
Fig. 7. Frequency of excluded causal relationships for each individual.

Fig. 8. Some examples of causal relationships that do not exist in the beginning maps as in (a) but exist in the end maps (b).
causal relationships may be based on unintended unlearning. For ex-
ample, the positive impact of ‘‘Supplier selection’’ on ‘‘Environmental
sustainability’’ (39 ⇒ 38) is a logical relationship but has disappeared
from students’ cognitive maps. The reason for this disappearance might
be the CSCL setting with a business simulation, which may direct stu-
dents’ attention to short-term financial performance at the expense of
sustainable development. Therefore, the proposed method for assessing
learning can help teachers address these unlearning effects by raising
these unintentionally disappearing causal relationships as discussion
14
topics in the course. All of the disappeared causal relationships shown
in Fig. 6 are summarized with the corresponding strategic issues in
Table 5.

The analysis above does not focus on the frequency of each causal
relationship found; instead, it examines the causality changes between
start maps and end maps overall. The frequency information reflects the
importance of each causal relation. However, this way, we consider that
inspecting the causality changes overall is sufficient enough to stress
the learning effects during the course.
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Fig. 9. Frequency of included causal relationships for each individual.
Table 5
Example cases of causal relationships observed regarding Q3.1.

Disappeared causal relationships presented in Fig. 6

(1) Market share (1) ⇒ Market selection decisions (33)
(2) In house R&D (8) ⇒ Investment in production and plants (6)
(3) Buying technology and design licenses (9) ⇒ TCSR (41)
(4) Feature offered (11) ⇒ Brand, company image (34)
(5) Internet loans (18) ⇒ TCSR (41)
(6) Competition in the market (21) ⇒ Promotion (30)
(7) Employee training and education (25) ⇒ R&D employee turnover (27)
(8) Market selection decisions (33) ⇒ Long-term profitability (23)
(9) Brand, company image (34) ⇒ Consumer price elasticity (26)
(10) Environmental sustainability (38) ⇒ Internet loans (12)
(11) Environmental sustainability (38) ⇒ Long-term profitability (23)
(12) Supplier selection (39) ⇒ Environmental sustainability (38)

Fig. 7 displays the total numbers of removed causal relationships
oncerning the beginning and end of the simulation process, individual
y individual. In other words, it demonstrates how many relationships
hat appeared in the initial maps have disappeared in the end maps
or each individual. According to the figure, one can observe that ma-
ority of students have excluded a considerable number of cause–effect
elationships by the end of the course, which were initially considered
mportant based on the knowledge gained during the course. For in-
tance, student ‘‘1’’ has removed 26 causal relationships, followed up by
tudent ‘‘41’’ removing 25 causal relations. In the orientation stage, the
ndividual cognitive maps could have been relatively simple in terms of
tructural attributes and could have involved cause–effect relationships
hat do not offer much to the success of the strategic decision-making
rocess. These cognitive models were probably adjusted reasonably
hrough differentiation as students changed their unique views of the
ituation based on the learning. Additionally, exposure to interactions
ith other team members and learning through group processes might
lso cause students to change their opinions during the task. Conse-
uently, we can see a removal of such a number of causal relationships
rom their initial maps. Moreover, students ‘‘18’’, ‘‘35’’, ‘‘43’’, and ‘‘56’’
ave not removed any cause–effect relations, which they considered
nitially. Further, it is noteworthy that even though causality disap-
earance at the individual level is presented in the figure, it does not
ell much about the changes at a group level. This clearly shows the
eed for performing the assessment of the outcomes and effects of
eaching/learning both on the group and the individual level.

.3. Examining the causal relationships that exist at the end maps but not
n the beginning maps (Q3.2)

In this examination, we observed those 120 causal relationships that
ave emerged in the end maps, and the frequency distributions of
15
Table 6
Some examples of causal relationships observed regarding Q3.2.

Developed causal relationships presented in Fig. 8

(1) Market share (1) ⇒ Product selling prices (12)
(2) Inventory management (5) ⇒ Long-term profitability (23)
(3) Buying technology and design licenses (9) ⇒ Feature offered (11)
(4) Product selling prices (12) ⇒ Competition in the market (21)
(5) Number of shares outstanding (17) ⇒ Equity ratio (37)
(6) Internet loans (18) ⇒ Long-term debt (15)
(7) Sales (19) ⇒ Long-term debt (15)
8) Corporate tax rate (20) ⇒ Equity ratio (37)
(9) Long-term profitability (23) ⇒ Competition in the market (21)
10) Market selection decisions (33) ⇒ Feature offered (11)
(11) Capacity allocation (35) ⇒ Sales (19)
(12) Environmental sustainability (38) ⇒ Growth of the company (24)

some of them are presented in Fig. 8. This means that the students
have learned the significance of some relationships to be considered
in the strategic decision-making process to achieve reliable perfor-
mance. Fig. 8 depicts several examples of such learned effects. First,
the emergence of the positive impact of ‘‘Product selling prices’’ on
‘‘Competition in the markets’’ (12 ⇒ 21), indicates that students have
learned how pricing decisions impact competition. Second, the emer-
gence of the negative impact of ‘‘Sales’’ on ‘‘Long-term debt’’ (19 ⇒
15) indicates that students have learned that they need sales revenue
to be able to amortize their long-term debt. Third, the emergence of
the positive relationship between ‘‘Number of shares outstanding’’ and
‘‘Equity ratio’’ (17 ⇒ 37) indicates that students have learned that they
can issue shares in order to manage their level of leverage and financial
risk. Even though the absolute numbers of these emerged relationships
are not very high, these can clearly be considered a positive outcome of
the learning process, as their existence in the cognitive structures of the
students makes sense. One could therefore conclude that the teaching
is designed well in this aspect but should probably influence more
than just these few students in the same way, as long as the emerging
relationships are considered correct and important. Table 6 summarizes
all of the causal relationships shown in Fig. 8 with the related strategic
issues.

Fig. 9 illustrates the frequency of developed causal relationships for
each individual by the end of the simulation process. As the figure
depicts, it is clear that most students have changed their cognition
by developing a significant number of cause–effect relationships for
success in the business simulation work. However, there can also be
seen that three students (students ‘‘35’’, ‘‘43’’, and ‘‘56’’) have not added
any new effects to their cognitive structures. As they also have not
removed any causal relationships (as shown in Fig. 7), it reveals that
these three students used the same cognitive maps in the beginning and
end.
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Fig. 10. Directional changes of the causal relationships — their frequency in the beginning (a) and at the end (b).
Fig. 11. Most robust causal relationships in the beginning (a) and at the end (b).
6.4. Examining the directional changes of causal relationships (Q3.3)

We also expected that the course learning might result in changes
in the direction of the causal effects yielded by students. Accordingly,
this assessment was led to investigate the directional changes in the
causal relationships from the beginning maps to the end maps. We
examined the cases where the direction has gone up, down, or com-
pletely changed (e.g., positive → negative or vice versa). Fig. 10 shows
the frequency distributions of the causal relationships with the largest
directional/magnitude changes obtained in this analysis.

Let us consider some cases presented in Fig. 10 more closely as
examples. When we see the relation from ‘‘Corporate Tax rate’’ to
‘‘Dividends’’ (20 ⇒ 16), it was recognized as a positive effect initially,
but it was characterized as a negative effect in the end. Moreover,
the relation of ‘‘Interest rates’’ to ‘‘Long-term debt’’ (32 ⇒ 15) has a
frequency vector (2, 2, 0, 0, 1, 1) for (−3,−2,−1, 1, 2, 3) in the beginning,
but which is (2, 0, 0, 0, 2, 2) in the end. That is, this relationship was
16
likely negative (negative 4, positive 2) initially, but it has changed to
positive (negative 2, positive 4) in the end. In this way, we identified
the directional changes of the causal relationships from beginning to
end. To get more clear view, these relationships are also summarized
with corresponding strategic issues in Table 7. Additionally, weighted
sums [(−3)×𝑛1+(−2)×𝑛2+⋯+3×𝑛6, where 𝑛1, 𝑛2,… , 𝑛6 are the corre-
sponding frequencies] of each relationship in the beginning and end are
presented. This clarifies how each of these relations has updated from
positive to negative or other way around. However, notice that some of
these changes are not that strong, but all results provide support or, at
minimum, evidence to the fact that students’ opinions on the strategic
interpretations have changed during the process.

Results from the fsQCA analysis. As we discussed in Section 5.3, we
also tried to examine the changes of causal relationships (in cognitive
maps) from the beginning to end using a fsQCA analysis. In short, to
evaluate the hypotheses (see Table 4) derived, all strength values of
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Table 7
The best possible cases of the findings related to Q3.3.

Causal relationships presented in Fig. 10 Weighted sum (beginning) Weighted sum (end)

Long-term debt (15) ⇒ Dividends (16) 0 −5
Long-term debt (15) ⇒ Long-term profitability (23) 0 −13
Dividends (16) ⇒ Equity ratio (37) −1 5
Sales (19) ⇒ Corporate tax rate (20) −3 1
Corporate tax rate (20) ⇒ Sales (16) 2 −3
Competition in the market (21) ⇒ Demand (2) 4 −8
Employee training and education (25) ⇒ Growth of the company (24) 11 0
Consumer price elasticity (26) ⇒ Product selling prices (12) −2 5
R&D employee turnover (27) ⇒ In-house R&D (8) −4 1
Interest rates (32) ⇒ Long-term debt (15) −5 4
Environmental sustainability (38) ⇒ Supplier selection (39) −1 3
Supply chain ethics (40) ⇒ Brand, company image (34) −1 3
Table 8
The results of the average consistency and coverage measures for all
hypotheses.
𝐴 ⇒ 𝐵 Consistency Coverage

(𝐻01) negative, negative 0.2132 0.2132
(𝐻04) negative, zero 0.7148 0.1272
(𝐻07) negative, positive 0.0720 0.0116
(𝐻02) zero, negative 0.1663 0.7215
(𝐻05) zero, zero – –
(𝐻08) zero, positive 0.8337 0.5784
(𝐻03) positive, negative 0.0113 0.0653
(𝐻06) positive, zero 0.5900 0.8728
(𝐻09) positive, positive 0.3987 0.4100

the causal relationships in the starting and end maps were collected
for each individual. Once the strength vectors of each individual for
start and end maps were obtained, trapezoidal fuzzy memberships were
computed by using expertly defined trapezoidal membership functions.
For each negative, zero and positive case, trapezoidal membership
functions were defined by the experts as 𝜇𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 ∼ 𝛱(𝑥; −3,−3,−1, 0),
𝜇𝑧𝑒𝑟𝑜 ∼ 𝛱(𝑥; −1, 0, 0, 1), and 𝜇𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 ∼ 𝛱(𝑥; 0, 1, 3, 3). Using these
membership values, next, consistency and coverage scores were com-
puted for each individual. As the last step, computed consistency and
coverage values of each individual were averaged, and the resulting
mean scores are presented in Table 8.

In Table 8, it is apparent that the case of ‘‘zero, positive’’ has high
support from the evidence in terms of consistency of 0.8337 (that
surpasses the threshold of ‘‘high’’) and coverage of 0.5784. This result
suggests that 𝐻08 was the most consistent claim with the data, implying
that causal effects that were not part of the beginning maps seemed to
be realized as necessary and positive at the end maps. Moreover, the
‘‘negative, zero’’ case appears to be supported by a good consistency
value (0.7148) though its coverage value was not considerably high.
Additionally, we can also observe that an acceptable consistency of 0.59
and high coverage of 0.8728 provide significant support to the case of
‘‘positive, zero’’. These two findings provide evidence supporting the
fact that some causal effects, initially characterized by positive and
negative strengths, were omitted (zero) by the end of the simulation
task. Overall, the evidence from this analysis (zero → positive, negative
→ zero, and positive → zero) highlights that individuals have made
most of the non-existent cause–effect relations existent and positive,
and some existent positive and negative effects insignificant by the end
of their decision-making process as a result of learning. We did not find
significant evidence supporting the other hypotheses concerning the
rest of the consistency and coverage scores. However, it is noteworthy
that the case ‘‘Zero, Zero’’ was not investigated directly, as due to
the representation of every causal map using a 41 × 41 matrix but
allowing only the use of 13 strategic issues increases the number of non-
existing relationships artificially. Also, the practical relevance of this
17
relationship is limited. The results in Table 8 are based on the strategic
issues that existed, at least in the beginning or end maps. Overall, Ta-
ble 8 suggests that the direct effect of teaching/learning in the specified
CSCL course was a change in the polarity of the causal relationships,
as the rules suggesting change are the most consistent ones with the
available data. More specifically, the learning was reflected in removing
a negative causal relationship (second highest consistency) and in
removing positive causal relationships (third highest consistency). The
most notable effect can be summarized as the emergence of positive
causal relationships (the highest consistency) as a result of learning.
Not contrary to expectations, some causal relationships remained in
the cognitive structures and retained their polarity (‘‘positive, positive’’
being more consistent with the data than ‘‘negative, negative’’). It is
also visible that there were some isolated cases of the reversion of the
polarity of the causal relationships (‘‘negative, positive’’ and ‘‘positive,
negative’’ not having zero consistency with the available data). The
analysis does confirm the expected results, but it also suggests that the
negative causal relationships are less emergent and more removed than
the positive ones.

The analysis of the polarity changes of causal relationships has,
so far, been focused on the overall course level. It is also possible to
apply the fsQCA tools to investigate the polarity changes in specific
causal relationships. Table 9 provides several examples of the results
that can be obtained this way. One can see that the results are different
for different causal relationships. For example, the causal relationship
Employee training and education (25) ⇒ Growth of the company (24)
is shown to be such that it tended to disappear from the cognitive
structures of those that initially considered it to be positive, while for
some it remains positive in their cognitive structures. If it emerged,
then with a negative polarity. We, however, need to admit that the
formulation of the actual causal map creation task that restricted
the use of strategic issues to 12 (+ the compulsory total cumulative
shareholder returns) artificially increases the number of zeros in the
adjacency matrices of the causal maps. Therefore in this specific real-
life applicability study, the consistencies of the rules starting with the
nonexistence of the causal relationship in the beginning maps, might
be undervalued.

6.5. Examining the most robust causal relationships (Q3.4)

This assessment examines the causal relationships that are consis-
tent based on students’ opinions from start to end. In particular, the
causal relationships that existed in both start and end maps, which had
an increased or decreased frequency by the end, or being with the same
frequency, were investigated. This analysis resulted in 174 relevant
causal relations, the most robust cases of which are summarized with
corresponding frequencies in Fig. 11. Notice that overall frequencies of

the presented causal relationships in the figure are higher than 10.
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Table 9
The results of the investigation of polarity changes of specific causal relationships (selected examples).

15⇒16 Consistency Coverage 16⇒37 Consistency Coverage

(𝐻01) negative, negative 0.5000 0.2500 (𝐻01) negative, negative 0.0000 0.0000
(𝐻04) negative, zero 0.5000 0.0152 (𝐻04) negative, zero 1.0000 0.0290
(𝐻07) negative, positive 0.0000 0.0000 (𝐻07) negative, positive 0.0000 0.0000
(𝐻02) zero, negative 0.0441 0.7500 (𝐻02) zero, negative 0.0000 0.0000
(𝐻08) zero, positive 0.0147 1.0000 (𝐻08) zero, positive 0.0147 0.5000
(𝐻03) positive, negative 0.0000 0.0000 (𝐻03) positive, negative 0.0000 0.0000
(𝐻06) positive, zero 1.0000 0.0152 (𝐻06) positive, zero 0.0000 0.0000
(𝐻09) positive, positive 0.0000 0.0000 (𝐻09) positive, positive 1.0000 0.5000

21⇒2 Consistency Coverage 25⇒24 Consistency Coverage

(𝐻01) negative, negative 0.3000 0.1429 (𝐻01) negative, negative 0.0000 0.0000
(𝐻04) negative, zero 0.3333 0.0164 (𝐻04) negative, zero 0.0000 0.0000
(𝐻07) negative, positive 0.3000 0.3000 (𝐻07) negative, positive 0.0000 0.0000
(𝐻02) zero, negative 0.0635 0.5714 (𝐻02) zero, negative 0.0154 1.0000
(𝐻08) zero, positive 0.0159 0.3333 (𝐻08) zero, positive 0.0000 0.0000
(𝐻03) positive, negative 0.4000 0.3000 (𝐻03) positive, negative 0.0000 0.0000
(𝐻06) positive, zero 0.4000 0.0328 (𝐻06) positive, zero 0.8333 0.0725
(𝐻09) positive, positive 0.2000 0.3000 (𝐻09) positive, positive 0.1667 1.0000

20⇒16 Consistency Coverage 40⇒34 Consistency Coverage

(𝐻01) negative, negative 0.0000 0.0000 (𝐻01) negative, negative 0.0000 0.0000
(𝐻04) negative, zero 0.0000 0.0000 (𝐻04) negative, zero 1.0000 0.0147
(𝐻07) negative, positive 0.0000 0.0000 (𝐻07) negative, positive 0.0000 0.0000
(𝐻02) zero, negative 0.0290 1.0000 (𝐻02) zero, negative 0.0145 1.0000
(𝐻08) zero, positive 0.0000 0.0000 (𝐻08) zero, positive 0.0145 0.5000
(𝐻03) positive, negative 0.0000 0.0000 (𝐻03) positive, negative 0.0000 0.0000
(𝐻06) positive, zero 1.0000 0.0290 (𝐻06) positive, zero 0.0000 0.0000
(𝐻09) positive, positive 0.0000 0.0000 (𝐻09) positive, positive 1.0000 0.5000
Table 10
The best possible cases of the findings related to Q3.4.

Causal relationships presented in Fig. 11 Weighted sum (beginning) Weighted sum (end)

Market share (1) ⇒ TCSR (41) 48 63
Demand (2) ⇒ Sales (19) 64 68
Product selling prices (12) ⇒ Sales (19) 37 36
Dividends (16) ⇒ TCSR (41) 125 110
Sales (19) ⇒ Market share (1) 46 48
Sales (19) ⇒ Growth of the company (24) 51 51
Sales (19) ⇒ TCSR (41) 55 47
Competition in the market (21) ⇒ Market share (1) −10 −11
Competition in the market (21) ⇒ Sales (19) −11 −28
Long-term profitability (23) ⇒ TCSR (41) 115 116
Growth of the company (24) ⇒ Long-term profitability (23) 47 51
Growth of the company (24) ⇒ TCSR (41) 78 71
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By looking at Fig. 11, one can see that some cause–effect rela-
ionships between strategic issues have been frequently employed and
eported by the students throughout the simulation activity. To get
ore insights into the presented results, let us consider and interpret

ome cases from Fig. 11. According to the students’ points of view,
‘Dividends’’ (16) and ‘‘Long-term profitability’’ (23) have been the
essential features to TCSR (41) in the whole process. This is obvious
as the students followed the economic principles and considered that
maximizing TCSR includes the dividends paid by the company to share-
holders, the interest generated by the profits for the shareholders, etc.
Besides, the students perceived that the relations from ‘‘Competition
in the market’’ (21) to the ‘‘Market share’’ (1) and ‘‘Sales’’ (19) as the

ost substantial negative effects. In general, competition in the market
ccurs because there are a large number of different buyers and sellers.
t allows the price to change according to the response to supply and
emand. This might be the reason why students put their opinions that
ncreasing competition in the market influences in reducing sales and
emands. Moreover, all of these relationships, together with weighted
ums at the beginning and end, are summarized in Table 10.
18

(

To get more evidence, we specifically analyzed the most robust
ases according to the individuals for each group and found results are
ummarized in Table 11. From the table results, it is confirmed that the
elations from ‘‘Dividends’’ (16) and ‘‘Long-term profitability’’ (23) to
he TCSR (41) are the most visible cases among the groups of students.
ote that if Fig. 11 or Table 10 contain causal relationships that are
ot desirable (or illogical), then it indicates that the CSCL event did
ot succeed in removing these potentially incorrect preconceptions.

In summary, the findings of these analyses highlight the most sig-
ificant strategic issues and their cause–effect relationships and make
t possible to identify different patterns of causality changes in the
ognitive maps from start to end. Having these provided clear evidence
o support the fact that the course learning has had a considerable effect
n the students’ perception changes. It is noteworthy that we discov-
red a total of 455 cause–effect relationships in the causal network on
he strategic landscape from the data. It indicates that the students
ave contributed to many functions of company attributes to gain
verall success in their decision-making process. There was no explicit
imitation for designing cause–effect relationships in the cognitive maps
except for the upper limit of the number of used strategic issues), the
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Table 11
Most consistent causal relationships (CRs) at the group level in the beginning and the end (each case is presented by checking how many
members in the group used it).

Group CRs Beginning End

3 4 All members 3 4 All Members

Group 1 19 → 23 ✓ ✓

23 → 41 ✓ ✓

Group 3 1 → 41 ✓ ✓

15 → 41 ✓ ✓

16 → 41 ✓ ✓

23 → 41 ✓ ✓

Group 4 16 → 41 ✓ ✓

23 → 41 ✓ ✓

Group 5 16 → 41 ✓ ✓

19 → 41 ✓ ✓

23 → 41 ✓ ✓

Group 7 19 → 24 ✓ ✓

23 → 41 ✓ ✓

Group 8 2 → 19 ✓ ✓

16 → 41 ✓ ✓

Group 10 2 → 19 ✓ ✓

19 → 23 ✓ ✓

23 → 41 ✓ ✓

Group 12 16 → 41 ✓ ✓

Group 15 16 → 41 ✓ ✓

23 → 16 ✓ ✓

23 → 41 ✓ ✓

Group 16 19 → 1 ✓ ✓

2 3 all members 2 3 all members

Group 6 19 → 24 ✓ ✓

23 → 41 ✓ ✓

Group 9 1 → 41 ✓ ✓

Group 13 1 → 41 ✓ ✓

12 → 41 ✓ ✓

15 → 41 ✓ ✓

19 → 41 ✓ ✓

24 → 41 ✓ ✓

34 → 41 ✓ ✓

Group 14 16 → 41 ✓ ✓

Group 2a 2 → 19 ✓ ✓

Group 11b 16 → 41 ✓ ✓

aIncluded only three students.
bIncluded only two students.
nly thing was individuals were expected to reflect their knowledge
nd course learning.

. Conclusion, limitations, and future work

In conclusion, the present study demonstrated the effectiveness of
he proposed cognitive mapping-based approach for assessing learning
n the context of CSCL in terms of the students’ academic success and
eacher’s perspectives. We proposed an unsupervised approach to the
ssessment of learning outcomes that is explorative and allows for
he identification of the actual effects of the teaching event on the
tudents — both on individual and group levels. Table 12 summarizes
he empirical results obtained through each analysis for each research
uestion and their implications.

The results from all analyses implied that the students have had
positive learning environment, and also teacher’s guidance and in-

tructions were successful to some extent. Overall, this study has made
everal significant contributions to the existing literature, which can be
ummarized as follows:

– We have proposed a general methodology for the application
of cognitive maps in the unsupervised (exploratory) assessment
of the outcomes of learning to be used for the management of
knowledge enhancement process. The methodology reflects both
individual and group effect of learning on the cognitive structures
19
of the learners. A comprehensive methodology of this kind has, so
far, not been proposed in the literature.

– We showed the ability of the proposed unsupervised learning
assessment methods to identify persistent, emerging, and disap-
pearing causal relationships, to assess the effect of learning on
cognitive diversity, etc.

– We offered a better understanding of using a cognitive mapping
approach to examine a particular teaching–learning event in a
CSCL environment by designing the teacher’s and students’ roles
and targeted activities that lead to meaningful and correct rela-
tionships between concepts of interest in a specific subject/area.

– We showed the applicability of distance ratio measures, fsQCA
measures, and histogram frequencies in cognitive mapping-based
studies in educational research.

However, it should be emphasized that the real-life applicability
study presented in this paper has some limitations that might prevent us
from showing the full potential of the proposed unsupervised learning
assessment methods. One of the limitations was the limit of 12 strategic
issues to be used at most in the causal maps, along with the total cumu-
lative shareholder returns. This slightly complicates the interpretability
of the results obtained through the fsQCA-based methods. Also, for
the individual-level analyses, we have, in several cases, presented only
selected causal relationships to show the results and interpretations,
mainly those that were significant in terms of the students’ perspectives.
Due to the limited space in the paper, it was not possible to present
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Table 12
Overview of the findings obtained using the proposed methods in the CSCL-based applicability study and their implications.

Analysis Result Conclusion

Distance ratio-based analysis (Q1) Varying diversity within the group level in terms of
distance ratios

Cognitive diversity within a group was reduced to some
extent in many groups as a result of teaching/learning.

Assessment of perceived causalities (Q2) A significant change in students’ perceptions of learning
by the end of the course in terms of the strategic
concepts and their cause–effect relations in the
decision-making process

Students’ understanding of the strategic concepts and
cause–effect relationships in the decision-making process
improved throughout the course.

Frequency-based analysis + fsQCA
analysis (Q3)

(1) Significant changes in the directions of causal
relationships in terms of the negative, non-existence, and
positive from the starting to end maps (2) Strategic issues
and cause–effect relationships that were very important
to success in the strategic decision-making process

Course learning has considerably affected the students’
perception change and knowledge improvement.
Table A.1
An example of a 41 × 41 adjacency matrix.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 . . . 36 37 38 39 40 41

1 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 . . . 0 0 0 0 0 2
3 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 . . . 0 0 0 0 0 3
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 0
8 0 0 2 0 0 0 0 0 0 0 3 0 0 0 0 0 . . . 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 1
11 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 . . . 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 0
15 0 0 0 0 0 0 0 0 0 0 0 0 0 −2 0 0 . . . 0 −2 0 0 0 −1
16 0 0 0 0 0 0 0 −3 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 3
. . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . .
36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 0
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 0
38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 0
39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 1 0
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 −2 0 0 0
41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . . 0 0 0 0 0 0
the obtained results in their entirety. Nevertheless, we are convinced
that the selection is sufficient for the illustration of the applicability
of the proposed methods. Despite the limitations, as far as we know,
this is the first attempt that cognitive maps, along with distance ratios,
causal frequencies, and a fsQCA, have been utilized to describe the
outcomes of a learning process and the effects of teaching. In particular,
we demonstrated that these tools are potent techniques for comprehen-
sively examining the teaching–learning process. Accordingly, a number
of possible future research directions using these tools are evident, for
example:

– Examine the effectiveness of online class versus in-person class
teaching through an empirical study using the proposed method.

– Extend the proposed approach as an alternative to the method
presented by Shen et al. (2019) to help the teachers to un-
derstand students’ learning challenges and improve their effi-
cacy. In principle, any application involving cognitive mapping
to assess individual learning, group-level learning, or both in a
learning/training activity can be reconsidered with the proposed
approach.

– Investigate how teachers’ practical knowledge, experience, and
teaching strategy influence effective teaching from the teachers’
perspective and learning from the students’ perspective focusing
on a teaching-class activity.

Additionally, this study specifically provides a better understanding
of the principles of fsQCA analysis in terms of its applicability for
20
examining students’ perceptions and expert knowledge developments,
particularly in a CSCL environment. Therefore, this study contributes
to educational research, as studies based on the analysis of cause–effect
relationships to study the effects of individual + collaborative cognition
on learning and performance are uncommon.
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Appendix. Adjacency matrix

See Table A.1.
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