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A B S T R A C T   

Most of the companies’ sustainability and growth depend on how well its employees perform. However, the 
measurement of employees’ performance until now is inconclusive and inexhaustive. To accurately assess and 
predict an employee’s performance, numerous external factors (physical/environmental, social, and economic) 
related to an employee’s life have been taken into account in this work. The purpose of this research is to explore 
an unbiased AI algorithmic solution to predict future employee performance considering physical, social, and 
economic environmental factors that affect employee performance. We collected data of 1109 employees from 
the ‘For-Profit Organization’ in Bangladesh from both employers and employees to cover all the factors that 
justified the unbiased outcome. We utilized a few machine learning tools in this study including the Logistic 
Regression classifier, the Gaussian Naive Bayes, the Decision Tree classifier, the K-Nearest Neighbors (K-NN), the 
SVM classification, etc., in order to predict the employee performance evaluation. Then, we compared the 
effectiveness of those machine learning models by analyzing their precisions, recall, F1-score, and accuracy. This 
work can be utilized to obtain bias-free employee performance reviews. This fair employee performance 
assessment can aid decision-makers in making moral choices regarding employee promotions, career advance
ment, and training needs, among other things. The study also describes notes for future researchers.   

1. Introduction 

Performance evaluation, which includes assessing current perfor
mance, identifying good and poor performers, and providing feedback to 
staff, is one of the most challenging components of Human Resource 
Management (HRM) (Cherian et al., 2021; Stone et al., 2015; Fogoros 
et al., 2020). Employee performance evaluations are not practiced sys
tematically by numerous organizations. As a result, the evaluation 
method becomes erratic and ineffective. A systematic approach should 
be adopted in order to evaluate employees at the planning stage on a 
regular basis (Ahmed et al., 2013). Employees with these attrib
utes—skills, dedication, attitudes, and knowledge—are valued as assets 
by the company (Al-Tit et al., 2022; Li et al., 2008; Yang and Lin, 2009). 
By creating new knowledge at firms’ level, an organization’s human 
resources can the firms to innovate (Terán-Bustamante et al., 2021). The 
accurate assessment of the employees’ performance contributes to the 
mission of the company with the maximum satisfaction of the employees 
(Pap et al., 2022). Since company progress depends on employee 
advancement, numerous executives search for efficient ways to improve 

performance drastically (Abbas and Yaqoob, 2009; Salam and Rahmat, 
2021). To boost performance, employers first need to know the perfor
mance condition of the employee in any organization. An article in the 
Harvard Business Review (Antonio, 2018) claims that essential functions 
of the organizations, such as prediction, upselling, cross-selling, and 
performance management can be remarkably influenced by AI tech
nologies (Ledro et al., 2023). In the future, businesses, communities, and 
nations will be significantly impacted by big data, automation, and 
machine learning (Lada et al., 2023; Tao, Gandomkar, Li, Brennan, and 
Reed, 2023). In this regard, AI has started to play a role in business, 
particularly in HRM, concerning the prediction and decision-making 
(Nilashi et al., 2023; Qureshi et al., 2023). 

Moreover, AI becomes very helpful in predicting staff turnover, 
future performance, and employee satisfaction. The performance of an 
employee is influenced by a wide range of external elements relevant to 
their lives. These elements should also be considered in the analysis to 
effectively assess and anticipate an employee’s performance (Sasikumar 
et al., 2021). Numerous dynamic factors went unacknowledged or un
accounted for in the majority of recent studies, and thus raises concerns 
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about the fairness of employee performance reviews (Patel et al., 2022; 
Arasi and Babu, 2019; Sujatha and Dhivya, 2022). However, the study 
by Rodgers et al. (2023) provides a framework that addresses some of 
the problems with decision-making systems in HRM by including social, 
economic, and physical factors in the framework. When a business uses 
multiple factors manually to evaluate an employee’s performance, the 
process gets complicated since different rules are followed and prefer
ences vary for each criterion which is why trying to account for all el
ements becomes a tiring and arduous procedure (Ahmed et al., 2013). 
An organization can quickly obtain unbiased staff performance reviews 
with the help of machine learning by utilizing a framework for predic
tion and decision-making that incorporates the physical, social/
behavioral, and economic factors impacting employee performance. In 
this study we aimed to provide a framework or solution mechanism for 
making predictions and decisions with the use of machine learning 
algorithms. 

This study contributes in numerous ways. Firstly, it provides a 
particular avenue to unbiasedly predict employee performance reviews 
with the help of machine learning. Secondly, it covers the natural, social, 
and economic contextual aspects that can affect employee performance 
to close the gap left by earlier studies and develop an employee per
formance evaluation that is free of bias. Finally, this evaluation of 
employee performance can help decision-makers make accurate de
cisions regarding, among other things, employee promotions, career 
progression, and training requirements. 

2. Literature review 

Assessment of an employee’s achievement within a given timeframe 
is the primary goal of employee performance reviews. In order to pro
vide benchmarks that the employee can accomplish the organizational 
strategic goal, it identifies the areas of achievement and failure 
(Abdullah, 2014; Salam and Rahmat, 2021). In this study, we included 
three sets of factors that affect the performance of an employee. Those 
three different factors are physical or environmental factors, social 
or behavioral factors, and economic factors. 

Physical or environmental factors are the surrounding environ
mental factors of an employee and his or her workplace, which include 
cleanliness of the workplace, noise distraction at the workplace, and 
uncomfortable set up of work area, which can cause any sickness such as 
eyesight problems, back pain and headache, adequate amount of light 
and fresh air, a daily journey of reaching office from home or coming 
home from the office. According to Platis et al. (2015), employee atti
tudes, behaviors, happiness, and productivity are significantly impacted 
by the indoor environments of the workplace. An easy working envi
ronment is essential for workers to concentrate and perform their jobs 
flawlessly. Hafee et al. (2019) studied whether workplace environment 
affects employee job performance, and found out that one unit of vari
ation in physical environment factors results in a 35% change in 
employee health. When one unit of change happens in employee health, 
employee performance rises by 80%. Physical environmental factors are 
having a good impact on both employee health and employee perfor
mance. To predict future performance of the employee, physical envi
ronmental aspects should be taken into account. Naharuddin and Sadegi 
(2013) found that the workplace environment is a significant factor 
affecting employees’ performance. They polled 139 employees, and the 
findings revealed that a physically ordered workplace and other perks 
like different task aids have a greater influence. Gunaseelan and 
Ollukkaran (2012) found that different workplace aspects have an 
impact on performance of the employee of the manufacturing sector in 
their study. 

Some of the social or behavioral factors are - employee work-life 
balance, employee welfare, supervisor support, safety, teamwork, se
curity, training facilities, good relationship with colleagues, develop
ment of the employee, etc. these factors that are most important as these 
are highly related with the employee job satisfaction and employee job 

performance. Employee contentment or happiness has a significant in
fluence on how well a firm operates since it helps employees develop the 
abilities and skills they need to perform better at work (Alshurideh et al., 
2023). Also team effectiveness is affected by how the team is built, team 
tasks, employees’ potentials and relationships among the team members 
(Trzeciak and Banasik, 2022). In Hafee et al. (2019), they investigated if 
an employee’s work environment has an impact on their performance. 
They conducted a study and discovered that one unit of variation in the 
behavioral environment factors affects employee health by 33%. 
Employee health and performance are both positively impacted by 
behavioral environmental factors. 

According to paper Gunaseelan and Ollukkaran (2012), many 
workplace factors had effected participants’ performance in the 
manufacturing industry. The results demonstrated that workers’ per
formance was positively impacted by stable employment, training fa
cilities, and secured jobs. Patel et al. (2022) used a few social factors and 
compared them separately with the performance rating to investigate 
the relationship between them. When comparing the performance 
grade, factors such as tenure with the company, employee work-life 
balance, training facility, and distance to home were taken into 
consideration. Arasi and Babu (2019) used three types of employee 
categories to distinguish between high- and low-performing personnel 
since those categories impact employee performance. They used 
achievement category, leadership category, and behavioral category. 
With regard to the achievement category, authors consider an em
ployee’s attendance, discipline, and work output attributes by analyzing 
how and whether the person achieved those objectives. These guidance 
and cooperation skills are determined for the leadership category and 
focus on a worker’s capacity for anticipating the need for change, 
weighing risk, expressing ideas, and responding appropriately. In terms 
of the behavior category, dependability, integrity traits, behavior, and 
employee reaction to work procedures are recognized. Shahzad (2014) 
investigated the connection between corporate culture and employee 
performance using a survey-based research study, and they looked into a 
variety of Pakistani software firms. Study’s findings demonstrated a 
positive link between work culture and performance. Results also 
showed a positive relationship between corporate culture and perfor
mance of the worker. They also found that employee commitment and 
participation boost organizational performance. 

In this study, we included three different economic factors. Those 
are overtime payments, bonus based on performance, and salary incre
ment rate. According to the result of Gunaseelan and Ollukkaran (2012), 
incentives and pay had a positive effect on workers’ performance. 
Aiyetan and Olotuah (2006) determined a few motivational factors that 
increase employee performance. According to their study, the most 
commonly used motivational factor for higher performance was over
time since the employees were getting money for doing extra work in the 
organization. According to Hameed et al. (2014), bonuses or other forms 
of pay may be offered to employees who perform well. Evidence sug
gests that merit pay or performance-based pay is somewhat associated 
with improved performance, even if some studies could not demonstrate 
a clear impact of this system on performance. Increased compensation is 
projected to aid sustainable workforce, achieve the vision and mission 
and work objectives (Ldama and Nasiru, 2020). 

Notably, a few researchers have lately begun to use AI to address this 
crucial HRM issue. However, the algorithmic design of the studies and 
solutions suggested by those academics may still be influenced by 
prejudice and lack many dynamic environmental aspects connected to 
employee performance evaluation. The purpose of the article by Patel 
et al. (2022) was to assist firms in obtaining employee performance 
evaluations based on factors that influence them, which began by con
trasting various AI-based algorithms, including XGBoost, decision trees, 
random forests, and artificial neural networks. However, it suggested an 
ensemble strategy called RanKer that incorporated the aforementioned 
strategies. Even though there are crucial environmental factors that 
affect employee performance, a few of them, such as rewards, workplace 
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safety, supervisor support, and recognition, were left out. Arasi and 
Babu (2019) used a neuro-fuzzy system to distinguish between high- and 
low-performing personnel and the results showed that the objective 
function in the employee quality evaluation can be optimized by using 
the neuro-fuzzy profiling system. This AI method identifies those who 
require additional training facilities and employee career development 
in the leadership, achievement, and behavior categories only. 

Moreover, these categories do not cover all the areas that influence 
performance. Sujatha and Dhivya (2022) proposed method that uses 
XGBoost and gradient boosting to predict employee performance in an 
MNC organization. They ran statistical tests but did not compute a 
correlation matrix. Obiedat and Toubasi (2022) proposed a combination 
method based on ensemble machine learning for predicting employee 
productivity that also lacks statistical analysis. Fallucchi et al. (2020) 
used a variety of ML approaches to predict staff attrition, and an 
industry-standard real-time dataset (provided by IBM) was used to train 
and test the models. According to the study, most recent studies failed to 
acknowledge or take into account the various dynamic physical, social, 
and economic environmental factors, which questions the bias free 
employee performance evaluation. 

Moreover, some of them used minimal volume of data to analyze by 
using machine learning tools. By incorporating social, economic, and 
natural environmental elements into the framework, the paper by 
Rodgers et al. (2023) offered a theoretical framework to help 
decision-making systems. However, the model was not applied, and 
there was no statistical analysis using any algorithmic approach. In 
order to fill up the gap in the prior research and produce an employee 
performance review that is free of bias, our study incorporated natural, 
social, and economic environmental factors that can affect the decision 
maker’s perception and the information. Table 1 displays the conclu
sions of a few analyses of existing research. 

3. Materials and methods 

3.1. Research design and research approach 

In our study, data were collected through survey questionnaire. 
Sveral features that affect employee performance will be weighted, 
including gender, education background, employee job involvement, 
age, over-time, natural, social and economic environmental features, 
etc. Quantitative and qualitative approaches were used in this research 
since the qualitative data were transformed into quantitative data. 
Performance rating was taken as dependent variable while other factors 
such as physical or environmental factors, employee qualification and 
experience, employee job satisfaction, social and economic factors etc. 
were taken as independent variables. Using machine learning, the future 
performance of employees can be predicted by inserting some of the 
employee data that demonstrate those crucial factors. 

In this scenario, various classification methods, including Gradient 
Boosting classifier, Gaussian Naive Bayes, K- nearest neighbors (K-NN), 
Decision Tree, SVM, Logistic Regression, Random Forest etc. have been 
used to forecast employee performance. The best classifier was also 
chosen after illustrating the accuracy of those machine learning models. 
The overall research was accomplished according to the following 
technical map, as shown in Fig. 1. 

3.2. Feature selection 

We selected 28 features that cover the three types of factors 
mentioned in the above section including some of the employee’s data 
such as age, gender, academic qualification etc., and we believe that by 
collecting data regarding those features, we were able to process those 
data to get a bias free performance evaluation. In order to cover all the 
factors that affect employee performance, we went through some of the 
articles stated in the literature review and collected those features. Here, 
the dataset’s employee performance ratings are provided on a scale from 

1 (one) to 3 (three), with 1 denoting poor performance, 2 (two) denoting 
medium performance and 3 denoting exceptional performance. We took 
the performance rating as dependent variable while other factors or 
features such as physical or environmental factors, employee qualifica
tion and experience, employee job satisfaction, social factors, and eco
nomic factors etc., as independent variables. We employed several 
supervised machine learning algorithms to classify or categorize the 
data in order to predict future employee performance because we had 
both independent and dependent variables. When a problem involves 
both input and output data, supervised machine learning algorithms are 
used. In order to perform classification in any problem, classifiers are 
employed. In order to categorize employee performance, we employed 
multiple classifiers. 

Some of the- 

• Physical/environmental features are - noise as distraction, cleanli
ness, ventilation, comfortable working environment, etc.  

• Social/behavioral features are – workplace safety, employee work 
life balance, employee welfare, and training facilities etc.  

• Economic features are – incentives, overtime pay, and salary 
increments. 

Table 1 
Analysis of existing literature.  

Author Year Target and contributions Research Gap 

(Patel et al., 
2022)  

2022 A proposed ensemble 
learning technique for 
rating-based employee 
performance classification 
was built using DT, ANN, 
RF, and XGBoost as some of 
the component algorithms. 

Some of the essential factors 
that affect employee 
performance were ignored. 

(Arasi and 
Babu, 
2019)  

2019 This neuro-fuzzy system 
enables the algorithm the 
ability to distinguish 
between high-performing 
and low-performing 
employees, optimizes the 
objective function in the 
evaluation of employee 
abilities, and pinpoints the 
additional requirements of 
the training facilities and 
employee career 
development in the 
leadership, achievement, 
and behavior categories 
only.  

• Target variable contains 
high and low performing 
employees only.  

• Performance evaluation 
was based on employer 
perspectives and did not 
consider the employee’s 
surroundings and some 
critical factors that affect 
performance. 

(Sujatha and 
Dhivya, 
2022)  

2022 The method of this study 
employs gradient boosting 
and XGBoost to forecast 
employee performance in 
an MNC business. 

Statistical analyses were 
performed, but no 
correlation matrix was 
produced. 

(Obiedat 
and 
Toubasi, 
2022)  

2022 An ensemble machine 
learning-based 
combination method for 
forecasting employee 
productivity. 

There has been no statistical 
analysis in this study. 

(Fallucchi 
et al., 
2020)  

2020 To predict staff attrition, 
several ML techniques 
were applied. The models 
were trained and tested 
using an industry- 
recognized real-time 
dataset (provided by IBM). 

They used ML techniques to 
predict employee attrition. 

(Rodgers 
et al., 
2023)  

2023 The research [6] provides a 
TP model that addresses 
some of the problems with 
decision-making systems 
by combining social, 
economic, and 
environmental factors into 
the framework.  

• Only a theoretical model  
• There has been no 

statistical analysis using 
any algorithmic 
approach in this study.  

Z. Nayem and Md.A. Uddin                                                                                                                                                                                                                  



Journal of Open Innovation: Technology, Market, and Complexity 10 (2024) 100243

4

Selected independent features for our study showed in the Table 2. 

3.3. Data collection and questionnaire design 

In order to get data to utilize them, some of the ‘For-Profit Organi
zation’, such as BSRM, Confidence Salt Ltd., Abul Khair Group, Berger 
Paints Bangladesh, etc. were targeted since these are the prominent 
parts of the industrial sector in Bangladesh. We contacted the Deputy 
General Manager, Deputy Manager, Managing Director, and HR Man
ager of those companies for the data collection. We collected 1109 
sample data from 1109 employees through a questionnaire and from the 
HR manager through collecting employee records. Thus, we collected 
the data subjectively and objectively, which made our outcome unbi
ased. In this survey questionnaire we used dichotomous scale (Yes/No), 
linear numeric scale (1/2/3) and Likert scale with options including 
strongly disagree, disagree, neutral, agree and strongly agree. Employee 
performance ratings for this dataset are given on a scale of 1–3, with 1 
representing poor performance, 2 denoting average performance, and 3 
denoting excellent performance. Those 28 features that affect employee 
performance were weighted including gender, education background, 
employee job involvement, age, overtime, physical, social and economic 
environmental features, etc. 

3.4. Data preprocessing 

3.4.1. Encoding categorical data 
Models should be provided with the data in integer format to make 

better predictions. Categorical data must be encoded and transformed 
into integer format (Verma, 2021). In this study, a Label Encoder was 
used to encode ordinal categorical data. 

3.4.2. Feature scaling 
In the case of building machine learning models, the feature scaling 

is an essential step in the data preprocessing process. It should be done to 
make the machine learning model stronger or perform better. Only 
numbers can be seen by the machine learning algorithm. When there is a 
substantial difference between the data ranges, such as when some data 
values are in the thousands and some are in the tens, numbers or data 
with that greater range become more significant and play a more pos
sessive role in training the model (Roy, n.d., 2020). So, feature scaling is 
necessary to reduce the data range and to give all the data equal 
importance in training the model. In this study, we used a standard 
scaler for feature scaling. When scaling the data, the Standard Scaler 
takes into account that, each characteristic’s data are distributed uni
formly, and the data are scaled such that the distribution center is 0 and 
the standard deviation is 1. By computing the relevant statistics on the 
samples in the training set, the Standard Scaler applies centering and 
scaling to each feature independently (Roy, n.d., 2020). 

xnew =
x − μ

σ 

The above equation was used to carry out the usual scaler approach 
of feature scaling. Here, x is the individual value of the chosen feature, 
xnew is the chosen feature’s new value after scaling, μ is the chosen 
feature’s mean, and σ is its standard deviation. 

3.5. Training models and evaluation 

80% of the data were used to train these machine learning models 
and the rest 20% were used to test the accuracy level of those models. 
The accuracy level shows how much the actual performance rating of 
those 20% data match with the performance rating that is predicted or 

Fig. 1. Technical Map of the study.  
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categorized by the machine learning models based on those 80% data. 
The more the accuracy the more the model is suited for solving the 
problem or making prediction. Training the machine learning models 
and evaluating them were discussed in the results section. 

4. Results 

4.1. Data analysis 

Through machine learning and other statistical analysis, we 
compared the relationship among the data of the selected features that 
have a significant impact on employee performance. 

4.1.1. Correlation matrix 
Fig. 2 shows the correlation matrix of the features. Employee per

formance rating was used as the dependent variable in this study. In 
contrast, other variables, including work satisfaction, employee quali
fications and experience, job-related experience, social and environ
mental factors, and economic factors, were used as independent 
variables. Among those variables, age, volume of space, work-life bal
ance, family time, work stress, experience, training facility, acceptance 
to change, and salary increment features showed a significant relation
ship with employee performance rating which were near to one in cor
relation matrix. 

There were no neutral relationships (which means the relationship is 
zero) among the variables in the correlation matrix. We used all 28 of the 
independent variables in this study since they demonstrated a rela
tionship—positive or negative (not zero)—between performance rating 
(dependent variable) and them. Figure 3 shows some of the essential 
features in this study. These features showed a higher and positive 
relationship with the dependent variable performance rating which are 
near to 1 in the correlation matrix. The relationship of the data on those 
important features with the performance rating of those employee are 
shown in Fig. 4, Fig. 5, Fig. 6, Fig. 7, Fig. 8, and Fig. 9 through statistical 
analysis. From the analysis of the data between employee performance 
rating and training facility factor in Figure 4, we can see that employees 
who have received the most training facilities performed better than 
those who have received fewer training facilities. The relationship be
tween age and performance rating in Figure 5 shows that employee with 
age between 30 and 45 performed better than employee with other age. 
Looking at the relationship between salary increment and performance 
rating in Figure 6, we can see that the percentage of low performer 
decreased when the employees received higher salary increment. Rela
tionship between work experience and performance rating in Figure 7 
depicts that employees who are working 11 years to 21 years performed 
better. Figure 8 shows that employees who received earlier promotions 
performed better. Figure 9 depicts that employees who have been 
working at the current company for 8 years to 23 years performed 
better. 

4.2. Training ML models and evaluation 

In this study, the performance ratings of the employees were encoded 
into three classes. Performance rating one (Low), two (medium) and 
three (high) were encoded into respectively class 0, class 1 and class 2. 

4.2.1. Gaussian Naive bayes 
In this study, gaussian naive Bayes was employed. Although chang

ing the hyperparameter in Gaussian naive Bayes is probably not neces
sary, we used hyperparameter tuning so that the model performs better. 
We used priors=None and var_smoothing=1e-9 to get the highest model 
accuracy. The priors are not altered based on the data unless expressly 
stated. In variable smoothing, the variances make up a part of the largest 
variance of all parameters for calculation stableness. The accuracy score 
that we achieved by using this model is 61.4%. In this model other 
performance metrics are: Precision, Recall, and F1 score which are 

Table 2 
Features considered for the classification of employee performance.  

Serial 
No. 

Feature type Feature name Description  

1 General 
Information 

Gender Male or Female 
2 Age Current age of the employee 
3 Highest Education  • SSC  

• HSC  
• Bachelor/Honors/BBA  
• Masters/MBA  

4 Physical 
factors 

Noise distractions Have quiet work environment 
without any noise 
distractions. 

5 Cleanliness The workplace is dusty and 
not cleaned properly. 

6 Fresh air and 
natural light 

The workplace had complete 
fresh air and needed natural 
light. 

7 Amount of space Satisfaction with office space 
for storage and getting 
necessary materials on the 
office desk. 

8 Sickness/health 
problem 

Suffer any sickness/ health 
problem such as Headache, 
Back pain, Eye side problems, 
etc., during the employment. 

9 Distance from 
home 

Satisfaction with my home-to- 
office or office-to-home 
journey.  

10 Behavioral/ 
Social factors 

Work-stress Work under high tensions due 
to the job. 

11 Nervousness before 
meetings 

I feel nervous before attending 
meetings at my workplace. 

12 Work-life balance I often take my job home with 
me (Do office work at home). 

13 Family-time I can spend quality time with 
my family (every day or 
weekend). 

14 Job satisfaction Would the employees choose 
the same profession if he or 
she is given a second chance? 

15 Company 
experience 

The number of companies 
where the employee has work 
experience. 

16 Work experience Total years of work 
experience. 

17 Training facility Number of times the 
employee has completed 
training. 

18 Work experience in 
current role 

Number of years the employee 
spent in his or her current 
role. 

19 Promotion Number of years since the 
employee got his or her 
promotion. 

20 Work experience 
with current 
supervisor 

Number of years worked 
under the current supervisor. 

21 Work experience at 
current company 

Number of years the employee 
has work experience at the 
current company. 

22 Interpersonal 
relationship 

Have good relationships with 
colleagues. 

23 Supervisor support Have satisfactory supervisor 
support and relationship. 

24 Teamwork I feel good working with the 
team. 

25 Acceptance to 
change 

Employee does not hesitate to 
accept any change in his/her 
workplace, such as 
technological change, 
functional change, etc.  

26 Economic 
factors 

Overtime Doing overtime or not doing 
overtime. 

27 Salary increment Last percentage increase in 
salary (in %). 

28 Performance-based 
bonus 

Get a bonus based on 
performance on the job.  
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shown in Table 3. Precision for class 0 is 60%, class 1 is 54%, and class 2 
is 80%. Recall for class 0 is 95%, for class 1 is 47% and for class 2 is 42%. 
F1 score for class 0 is 73%, for class 1 is 50% and for class 2 is 55%. The 
Confusion matrix of this model is shown in the following Fig. 10. 

4.2.2. Random forest 
Random forest is known as a multipurpose and easy-to-use machine 

learning algorithm. It can consistently obtain outstanding results, even 
in the absence of hyper-parameter tuning. People use it more frequently 
since it is simple and diverse (Donges, 2023). Hyperparameter 

Fig. 2. Correlation Matrix.  
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adjustment was not necessary, since it has given the best performance. 
We found a 98.2% accuracy score by training this model. In Table 3, 
other evaluation metrics are displayed. Class 0 has a precision of 100%, 
class 1 of 99%, and class 2 of 96%. Recall for classes 0, 1, and 2 is 100%, 
96%, and 99%, respectively. Class 0 has an F1 score of 100%, class 1 of 

97%, and class 2 of 97%. The confusion matrix for our model is dis
played in Fig. 11. 

4.2.3. Decision tree 
We used max_depth and random_state hyperparameter to tune in 

decision tree classifier. A stopping condition that restricts the number of 
splits that can be carried out in a decision tree is what the maximum 
depth parameter does: it sets a maximum depth. A random_state is used 
to recreate the same results when using a random procedure. We took 
max_depth=20, random_state=30 to improve the performance of the 
model. In this study, we achieved an 89.8% accuracy score while 
training this model. In Table 3, additional evaluation metrics are dis
played. Class 0 precision is 97%, Class 1 precision is 87%, and Class 2 
precision is 85%. Recall rates are 95%, 85%, and 89% for classes 0, 1, 
and 2, respectively. F1 scores for classes 0, 1, and 2 are 96%, 86%, and 
87%, respectively. The confusion matrix for this model is displayed in  

Fig. 3. List of some features in order of importance that are highly related with 
performance rating. 

Fig. 4. Distribution of performance rating by Training Facility.  

Fig. 5. Distribution of performance rating by age.  

Fig. 6. Distribution of performance rating by salary increment.  

Fig. 7. Distribution of performance rating by total work experience.  

Fig. 8. Distribution of performance rating by promotion.  

Fig. 9. Distribution of performance rating by work experience at cur
rent company. 
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Fig. 12 below. 

4.2.4. K-nearest neighbors (K-NN) 
We tune the hyperparameter by taking n_neighbors=3 in K-nearest 

neighbors classifier. Here, the number of neighbors that will vote for the 
target point’s class is indicated by the hyperparameter "n_neighbors.” 
We trained this model in our research, and the accuracy score was 
88.1%. In Table 3, other evaluation metrics are displayed. For class 0, 
class 1, and class 2, the model achieved a precision value of 84%, 87%, 
and 97%, respectively. Additionally, for the class-0 rating, class-1 rating, 
and class-2 rating, the model obtained recall values of 100%, 86%, and 
78%, respectively. F1-Score values for classes 0, 1, and 2 are 91%, 87%, 
and 86%, respectively. Fig. 13 shows the confusion matrix for our 
model. 

4.2.5. Gradient boosting 
The hyperparameter that was used in the Gradient Boosting classifier 

was n_estimators. The number of trees the algorithm builds before 
averaging forecasts is indicated by the term "n_estimators.” We used 
n_estimators=45 in this analysis since it performs the best. We trained 
this model to an accuracy score of 92.4%. In Table 3, additional evalu
ation metrics are displayed. The model’s precision value for classes 0, 1, 
and 2 was 97%, 90%, and 91%, respectively. Additionally, the model 

Table 3 
Evaluation metrics for ML models used in this study.  

Classifier classes Precision Recall F1- 
score 

Accuracy 
score 

Gaussian Naive 
Bayes  

0  60%  95%  73%  61.4%  
1  54%  47% 50%  
2  80%  42% 55% 

Random Forest  0  100%  100%  100%  98.2%  
1  99%  96% 97%  
2  96%  99% 97% 

Decision Tree  0  97%  95%  96%  89.8%  
1  87%  85% 86%  
2  85%  89% 87% 

K-nearest neighbors 
(K-NN)  

0  84%  100%  91%  88.1%  
1  87%  86% 87%  
2  97%  78% 86% 

Gradient Boosting  0  97%  99%  98%  92.4%  
1  90%  89% 89%  
2  91%  89% 90% 

Logistic Regression  0  75%  89%  81%  67.8%  
1  60%  46% 52%  
2  66%  69% 67% 

SVM  0  73%  88%  80%  68.4%  
1  60%  53% 57%  
2  71%  63% 67%  

Fig. 10. Confusion matrix of Gaussian naive Bayes.  

Fig. 11. Confusion matrix of Random forest.  

Fig. 12. Confusion matrix of Decision Tree.  

Fig. 13. Confusion matrix of K-nearest neighbors (K-NN).  
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obtained recall values of 99%, 89%, and 89% for the class-0 rating, class- 
1 rating, and class-2 rating, respectively. Classes 0, 1, and 2 have F1- 
Score values of 98%, 89%, and 90%, respectively. In Fig. 14 below, 
the confusion matrix for this model is shown. 

4.2.6. Logistic regression 
Although it is probably not necessary to modify the hyperparameter 

in Logistic Regression, we used hyperparameter C=5 and random_
state=0, where the penalty strength is controlled by the C parameter, 
which might also be advantageous and to replicate the same outcomes 
while utilizing a random process, a random_state is helpful. When 
trained on the standard dataset, this model provides 67.8% accuracy. 
Precision for class 0 is 75%, class 1 is 60% and class 2 is 66%. Recall for 
class 0 is 89%, for class 1 is 46% and for class 2 is 69%. F1 score for class 
0 is 81%, for class 1 is 52% and for class 2 is 67%. The Confusion matrix 
of this model is shown in the following Fig. 15. 

4.2.7. SVM 
To tune the SVM classifier, we employed the Kernel and C hyper

parameters. The C parameter regulates the penalty strength, and Kernel 
is used to transform the data into desired form. To train the model, we 
took kernel= linear and C=40. 

Using this model, we were able to attain a 68.4% accuracy score. In 
Table 3, additional evaluation metrics are displayed. For class-0 ratings, 
precision is 73%, for class-1 ratings, 60%, and for class-2 ratings, 71%. 
Class-0 recall is 88%, class-1 recall is 53%, and class-2 recall is 63%. For 
class-0 rating, class-1 rating, and class-2 rating, respectively, the F1- 
Score is 80%, 57%, and 67%. The confusion matrix for this model is 
displayed in Fig. 16 below. 

4.3. Performance evaluation and comparison of ML models 

This section describes the model’s performance used in this study 
using a variety of performance metrics, including accuracy, recall, pre
cision, and F1-score. 

Model that gave us the highest accuracy among other used ML 
models is Random Forest which is 98.2%. Moreover, the least accuracy 
score was given by model Gaussian naive Bayes which is 61.4%. Other 
models gave us satisfactory accuracy scores above 80% and below 
100%. The second highest accuracy score was 92.4%, which we ach
ieved by training Gradient Boosting. From the following Fig. 17, we can 
say that K-NN, Random Forest, Gradient Boosting and Decision Tree 
models performed better than other models that were trained in this 
study. 

Fig. 14. Confusion matrix of Gradient Boosting.  

Fig. 15. Confusion matrix of Logistic Regression.  

Fig. 16. Confusion matrix of SVM.  

Fig. 17. Performance comparison among proposed models of this study.  
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5. Discussion 

The purpose of this study was to develop a framework for predicting 
future employee performance in an unbiased way. Seven machine 
learning models were applied. All the physical, social or behavioral, and 
economic factors that affect job performance were considered by these 
models. 

The following models were trained in this study: Gaussian Naive 
Bayes, K-Nearest Neighbors (K-NN), Random Forest, Gradient Boosting, 
Logistic Regression, SVM, and Decision Tree. Compared to other models, 
Decision Tree, Random Forest, Gradient Boosting, and K-Nearest 
Neighbors (K-NN) performed better. We obtained a respectable accuracy 
score from other models. The Gaussian naïve Bayes model had the 
lowest accuracy score (61.4%), while the Random Forest model had the 
best accuracy score (98.2%). 

Patel et al. (2022) applied some of the traditional ML approach and a 
proposed ensemble ranker approach for predicting employee perfor
mance where the ranker approach provided the highest accuracy score 
in that study which was 96.25% and lowest score was given by Artificial 
Neural Network which was 87.08%. The highest accuracy score of 
Obiedat and Toubasi (2022) for predicting employee productivity was 
given by Random Forest, which was 98.3%. 

In this study, the dependent variable was employee performance 
ratings. In contrast, the independent variables were work satisfaction, 
employee credentials and experience, job-related experience, social and 
environmental factors, and economic considerations. Among these fac
tors, the relationships between age, space, work-life balance, family 
time, stress at work, work experience, training facility, openness to 
change, and salary increment features with employee performance rat
ings were stronger. 

With the aid of machine learning, this study showed how to predict 
employee performance reviews in an unbiased way. In order to fill the 
gap created by past studies and provide a non-biased employee perfor
mance rating, it included the environmental, social, and economic 
contextual factors that can influence employee performance. 

5.1. Implication of the study 

This assessment of employee performance can assist decision-makers 
in reaching sound decisions about employee promotions, career 
advancement, training needs, and other issues in HRM. Any firm can use 
machine learning to forecast future employee performance by including 
some of the employee data that exemplifies those critical factors used in 
this study. Organizations can use this framework to get unbiased staff 
performance reviews very easily with the help of machine learning. This 
study assumes that its outcome can assist any organization by intro
ducing a fresh avenue to get bias-free employee performance reviews 
that can guide HR to make neutral HR decisions regarding promotion, 
employee career development, training requirements, etc. These de
cisions are essential factors for an organization and also for a country in 
order to get skilled human resources. 

5.2. Strengths of the study 

To create an unbiased method of predicting an employee’s future 
performance, this study gathered data from both the employer and the 
employee via a questionnaire and the employee’s record within the 
company. Moreover, natural, social, and economic factors that impact 
an employee’s performance were also covered. In today’s world, pre
dictions and decision-making in any advanced corporation are made 
with the help of AI to make them more accurate and perfect. Thus, the 
prediction of employee future job performance was made using machine 
learning models in this study. 

5.3. Scope for future research 

In this study we considered ‘For Profit organization’ and collected 
the information of the employees of those organization. In the future, we 
can target any specific industry to apply this research as it was done by 
targeting all types of ‘For Profit organizations’. In this research we used 
machine learning algorithms, however, we can use viable approach or 
apply deep learning approach to do the research. We can also suggest a 
strategy in the future to help any firm protect its employee data from 
hackers and other intruders. 

6. Conclusion 

The performance of the company’s personnel determines a large 
portion of its sustainability and growth. Many external aspects (phys
ical/environmental, social, and economic) relevant to an employee’s life 
have been included in this work in order to measure and anticipate an 
employee’s performance effectively. The goal of this project is to create 
an AI algorithmic-based ethical decision-making framework that takes 
into account the various environmental factors—physical, social, and 
economic - that have an impact on worker performance. Our results 
were impartial since we gathered information from a few "For-Profit 
Organizations" in Bangladesh, both objectively and subjectively. In this 
study, we used a variety of machine learning methods, and we were able 
to acquire a reasonable accuracy score. The Random Forest model ob
tained the highest accuracy score, and the Gaussian naïve Bayes model 
had the lowest. An impartial employee performance review can be ob
tained by using this work. Decision-makers can use this equitable 
employee performance evaluation to help them make moral decisions 
about training requirements, career advancement, and employee pro
motions, among other things. 
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