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A B S T R A C T   

Machine learning can be effectively used to generate models capable of representing the dynamic of production 
processes of small and medium-sized enterprises. These models enable the estimation of key performance in
dicators, and are often used for optimizing production processes. However, in most industrial applications, 
modeling and optimization of production processes are currently carried out as separate tasks, manually in a very 
costly and inefficient way. Automated machine learning tools and frameworks facilitate the path for deriving 
models, reducing modeling time and cost. However, optimization by exploiting production models is still in 
infancy. This work presents a methodology for integrating a fully automated procedure that embraces automated 
machine learning pipelines and a multi-objective optimization algorithm for improving the production processes, 
with special focus on small and medium-sized enterprises. This procedure is supported on embedding the 
generated models as objective functions of a reference point based non-dominated sorting genetic algorithm, 
resulting in preference-based Pareto-optimal parametrizations of the corresponding production processes. The 
methodology was implemented and validated using data from a manufacturing production process of a small 
manufacturing enterprise, generating highly accurate machine learning-based models for the analyzed in
dicators. Additionally, by applying the optimization step of the proposed methodology it was possible to increase 
the productivity of the manufacturing process by 3.19 % and reduce its defect rate by 2.15 %, outperforming the 
results obtained with traditional trial and error method focused on productivity alone.   

1. Introduction 

Nowadays, generalized adoption of the new manufacturing para
digms involves the assimilation of key technologies such as intelligent 
data analysis and machine learning (ML), among others, aiming at the 
digital transformation of enterprises [46,56]. This digital transformation 
is crucial to keep up with the competition, especially in the case of small 
and medium-sized manufacturing enterprises (SMEs). One contempo
rary target is to create a highly reconfigurable, decentralized, dynamic, 
self-organizing, and real-time (or near real-time) decision-making 
infrastructure enabling to analyze customer expectations and reach their 
targets [20]. By applying these transformations, SMEs should be capable 
of monitoring and improving their key performance indicators (KPIs) 
[67]. However, in practice, SMEs face several difficulties in applying 
these technologies, mostly related to the transition and maintenance 
costs, innovation complexity, and personnel training [50]. Additionally, 

due to limited human and computational resources, time constraints and 
complexity of the optimization processes, SMEs usually focus their ef
forts on a single productivity objective, despite being more desirable to 
consider and optimize multiple objectives, which leads not only to more 
efficient but also a more sustainable and environmentally friendly pro
duction. Due to these obstacles, a large number of SMEs don’t count yet 
with the necessary tools to continue with their digital transformation. In 
this context, the development of tools for generating useful information 
and smart recommendations of production systems in SMEs is almost 
mandatory in a high-competitive market and has a large number of 
potential adopters [12,42]. 

The interest for industrial ML applications has grown significantly in 
recent years. However, the design and deployment of ML-based solu
tions largely still follow traditional approaches, leading to high de
pendency of domain experts and time-consuming development 
processes [13,15,16]. For dealing with this situation, automated 
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machine learning (AutoML) has emerged for saving time and effort on 
repetitive tasks during the creation of ML-based solutions [55]. The 
creation of an ML product usually involves operations such as data 
pre-processing, feature engineering, model training, model selection, 
and hyperparameter optimization [36]. A typical AutoML workflow is 
depicted in Fig. 1. By automating these tasks, an ML solution can be 
obtained in a short amount of time, and it has the added benefit that it 
allows non-experts to use these technologies [59]. Specifically, 
manufacturing SMEs can benefit from ongoing research and de
velopments on AutoML given the current need for solutions that are easy 
to adopt and minimize the personnel qualification requirements. In 
contrast to large companies, manufacturing SMEs typically do not have 
an in-house team of ML experts and, without AutoML tools, they would 
be forced to rely on costly external talent. Additionally, the versatility of 
AutoML tools allows to apply them across different domains or pro
duction processes without the need to manually create a solution from 
scratch each time, contributing to accelerate the digital transformation 
of manufacturing SMEs. 

Although some open source and commercial AutoML solutions are 
available such as auto-sklearn [23], Auto-Keras [32], H2O AutoML [34], 
Google Cloud AutoML, Microsoft Azure Machine Learning, Trans
mogrifAI, among others, AutoML is still a very active research field [71]. 
A recent study has proposed the use of an evolutionary algorithm for 
finding the best classifier ensemble and hyperparameter setting in an 
AutoML workflow [61]. Another reported strategy introduced a 
meta-feature-free meta-learning technique using a bandit strategy in 
budget allocation for building a portfolio of AutoML pipelines and carry 
out a greedy search to select the best candidate depending on the dataset 
[24]. A previous version of a tree-based AutoML software has been 
extended to include neural network estimators [48]. Similarly, an 
AutoML platform has been developed to build ML models subject to 
multiple objectives, as well as resource and hardware constraints [64]. 
An AutoML framework focused on deep learning has been developed to 
jointly optimize deep network architectures and training parameters 
[70]. The use of evolutionary algorithms for the automatic design of 
composite ML pipelines has also been explored [40]. Other recent 
studies have been more focused on the explainability of the models 
obtained with AutoML tools on Big Industrial Data [26]. 

Overall, up-to-date reported AutoML solutions generate ML models 
(or ensemble of models) with optimal hyperparameters fitted to the 
provided data with certain reliability and that, in some cases, are 
explainable. The problem they were designed to solve is commonly 
known as combined algorithm selection and hyperparameter optimiza
tion (CASH). In many industrial cases, this does not represent a complete 
automated solution to practical situations, since the yielded model 
should be also used to optimize the process that generated the data, and 
this task is currently performed manually. In other words, current ap
proaches for applying AutoML solutions in manufacturing only allows to 
automatically obtain data-driven models with optimal hyperparameters. 

In order to use them for optimizing the production processes is necessary 
the reliance on experts in the field to conduct optimization studies which 
are generally configured and triggered manually. This is a critical issue 
for companies facing small batch manufacturing and/or agile 
manufacturing strategies, requiring fast decision-making since they 
should avoid time-consuming manual intervention. Moreover, in most 
applications the preferences of the decision maker are not taken into 
consideration during the optimization process, which implies, for 
example, that after optimization the technologist or plant manager 
should search for an appropriate solution within the entire Pareto set. 
Another issue with the existing AutoML solutions is that although they 
simplify the modeling tasks, it is still required qualified personnel to use 
them, whether they are used as a cloud service or in local servers. 
Furthermore, in order to mirror the multifaceted nature of production 
environments, complex models are generally used, which demands 
significant computational power. Above mentioned issues, ultimately, 
represent a truly bottleneck for the democratization of AutoML, 
specially for SMEs. These companies, accounting for more than 90 % of 
all businesses in many countries, have to face challenges such as lack of 
personnel with skills in ML or data analytics, or limited access to 
computational resources [53]. 

To face these challenges, this work introduces an end-to-end fully 
AutoML methodology that includes an evolutionary algorithm for the 
preference-based multi-objective optimization of production processes. 
The goal of this methodology is not only to generate optimal ML-based 
models of the production processes but also using these models to obtain 
and recommend different sets of parameters that the user can use to 
improve the performance of the production process by setting desired 
optimal regimes according to the Pareto optimality criterion, improving 
productivity and thus efficiency. The use of the preference-based opti
mization is especially beneficial because the results generated have been 
already refined considering the decision maker’s interests, making them 
directly exploitable in the production process, which is an advantageous 
approach for highly dynamic environments. This implies that it is not 
necessary to manually explore and assess optimization results. Addi
tionally, information about the most relevant data features for modeling 
is also provided. Furthermore, by simplifying the way of interacting with 
this methodology, it is guarantee that non-expert users can easily use it. 
This methodology is applied and validated using data from a 
manufacturing case study. 

The paper consists of five sections. After this introduction, all the 
aspects of the methodology are explained in Section 2. Section 3 in
troduces a case study for validating the methodology where the AutoML 
pipeline is created and then used to carry out a two-objectives optimi
zation. Later, Section 4 discusses the obtained results. Finally, Section 5 
shows the conclusions and outlines future works. 

2. Materials and methods 

2.1. Dataset preparation, preprocessing and general description of the 
methodology 

The proposed methodology starts by preprocessing a historical 
dataset of a production process and then perform three main steps: (1) 
determine which are the features with higher influence on predefined 
KPIs of a production system, (2) create regression models for each KPI of 
the production system, and (3) use these models to generate parame
trizations that improve the KPIs through a multi-objective optimization 
algorithm. 

A necessary step before applying this methodology consists of 
creating a historical dataset of the production system containing vari
ables, features and KPIs values. Most ML libraries that implement the 
algorithms included in the methodology are designed to work only with 
numerical features. Since the methodology will be built on top of these 
libraries the datasets should be prepared in advance to comply with this 
requirement. If the data collected originally contains categorical Fig. 1. Typical AutoML workflow.  
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features they must be encoded using an ordinal codification scheme or a 
one-hot codification scheme depending on if they have inherent order or 
not, respectively. Also, the KPIs included in the dataset should be 
quantitative metrics related to the production process, which implies 
that the models that will be generated using the methodology are 
regression models. In addition to historical data, an optimization 
objective (i.e., minimization or maximization) for each KPI, reference or 
desired values (e.g., KPIs values that represent desired productivity), a 
feasible range for each feature, and any other constraints, if any, should 
be also defined to be able to carry out the optimization process. 

There are no limits on the number of input features or the number of 
outputs (KPIs) to consider; although, the methodology is designed for 
being applied to SMEs, therefore the expected data should not contain as 
much information as the data acquired in a massive shop floor. Assessing 
the performance of the proposed methodology for big volumes of data is 
out of the scope of this study. 

The inputs of the methodology are a historical dataset, and a file 
specifying the KPIs’ objectives, reference values, features range, and 
constraints. These two files are the only requirements for interacting 
with the proposed methodology over a platform designed to execute all 
the processing and generate a file with the optimization results [4,41]. 
The idea behind this approach is to make it possible for even SMEs that 
do not have the required computational capacity or staff with ML or 
programming skills to benefit from this type of technology, in line with 
the concepts outlined for service-based platforms for the democratiza
tion of Artificial Intelligence [21,27]. 

Once the dataset is received, the first step carried out by the meth
odology is data preprocessing. Preprocessing is crucial for preparing 
data for machine learning models. For example, raw data is often 

inconsistent, containing missing values or errors that can affect model 
training. Removing poor-quality data can enhance model robustness and 
performance. Therefore, the received data it is examined to detect 
missing data and delete the corresponding samples, if applicable. Then, 
the integrity of the dataset is checked to comply with the specification of 
only containing numerical values. Once the dataset integrity has been 
checked, it is split using 60 % data for training, 20 % for validation, and 
20 % for testing. Then, the training, validation, and test input vectors of 
each feature x are normalized using the following equation: 

fx std =
fx − μx,tr

σx,tr
(1)  

where fx is a vector containing the feature values, μx,tr is the mean of the 
feature values in the training set, and σx,tr is the standard deviation of the 
feature values on the training set. 

Normalizing the features is a critical step in the methodology 
because later the features will be analyzed to determine which are the 
most relevant ones for each KPI. After data normalization, the meth
odology proposes a series of steps to accomplish its goals. Fig. 2 shows a 
high-level schema of the proposed methodology. The following sub
sections describe the most important operations of the methodology. 

2.2. Feature selection 

The feature engineering step is fundamental for creating high-quality 
ML models, since they depend, ultimately, on the data used for training. 
The goal of feature engineering is to improve the quality of the available 
data for making the training process more efficient. Feature engineering 

Fig. 2. High-level schema of the proposed methodology.  
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can include operations such as feature generation or feature selection. 
Particularly, the design of the proposed methodology does not consider 
feature generation since this operation adds more features to the dataset 
increasing the complexity of the models and the computational time. 
Additionally, the automated generation of new features can result in 
non-interpretable features or redundant information which can lead to 
overfitting of the models. Alternatively, feature selection is considered 
in the proposed methodology for dealing with datasets that already 
contain irrelevant or redundant features, which impact in the compu
tational cost or result in biased models. Feature selection allows to 
choose the most useful features of a dataset for building models, 
resulting not only in a reduction of the dimensionality of the data; but 
also leads to more compact models with better generalization ability and 
reduced computational time [3,11,52]. Feature selection is also an 
enabler of explainability in ML since it helps identify which inputs have 
the stongest impact on the outputs. 

Given that the methodology is designed to work with a wide range of 
data and there is no a priori knowledge of how many features and 
samples will contain the dataset, a method based on Pearson’s correla
tion coefficient was chosen for feature selection. This is a widely used 
approach when the data analyzed consists of numerical inputs and 
outputs, which is the case in the proposed methodology [25]. Addi
tionally, by using this approach, computational cost remains low, which 
is necessary to obtain the desired information in a relatively short 
period, taking into consideration that there are other tasks in the 
methodology, besides feature selection, that requires more time to 
execute. 

2.3. Modeling 

Once the feature selection process is finished the next step is the 
modeling considering preestablished KPIs. The objective is to create 
models capable of representing the relationship among the production 
process parameters and variables (inputs) with KPIs as outputs. Among 
the available modeling approaches, ML is widely used in many research 
fields, often as an alternative approach [17]. Specifically, ML techniques 
are being used to predict KPIs taking advantage of the availability of 
large amounts of data generated by new digital systems [54]. Typically, 
these studies are focused on three main KPIs categories: economic, so
cietal, and environmental. Some of the most simple, yet very used ML 
techniques for modeling KPIs are Multilayer Perceptron (MLP) [38,43, 
49], Support Vector Regression (SVR) [22,37,47], Ridge Regression 
(RR) [29], Least Absolute Shrinkage and Selection Operator regression 
(LASSO) [6], Random Forest (RF) (T. [57]), k-Nearest Neighbors (k-NN) 
[28], Gaussian Process Regression (GPR) [44,51] and Convolutional 
Neural Networks (CNNs) [14,66]. 

The previously mentioned techniques were selected for the sake of 
keeping certain level of diversity and according to the state-of-the-art 
techniques in smart manufacturing scenarios, which is crucial for 
determining the most appropriate model [15]. In the specific case of 
GPR, its inclusion in the set of modeling strategies relies on the size of 
the dataset. Specifically, if the dataset contains more than 1500 samples 
this technique is automatically discarded because of the high compu
tational cost of GPR, which grows cubically with respect to the number 
of samples due to the need of calculating matrix inversions. Neverthe
less, other techniques can be included, but adding more models implies 
more training effort, analysis and overall increasing of computational 
cost during execution time of the AutoML procedure. 

2.4. Hyperparameter optimization 

One of the key steps of the methodology consists of optimizing the 
hyperparameters of the models. During the creation of a model its 
hyperparameters must be specified; however, it is hard to know a priori 
which hyperparameters values will yield a good-fitting model. For this 
reason, ML practitioners often explore the feasible search space looking 

for the best hyperparameter combination. Typically, one of the 
following strategies is used for this task: grid search [9,65], random 
search [31,62], or Bayesian search (J. [68]). 

Grid search implies carrying out an exhaustive search including all 
the possible combinations of hyperparameters. For this strategy, it is 
necessary to define a range to limit the search space of unbounded 
hyperparameters and to discretize the continuous hyperparameters. 
Random search explores hyperparameter combinations at random 
within the search space and, in this case, continuous hyperparameters 
do not necessarily have to be discretized. The main shortcoming of grid 
and random search is that they do not take advantage of previous 
evaluations of hyperparameter combinations. To deal with this, 
Bayesian optimization creates a probabilistic model of a function that 
maps hyperparameters values to a metric for evaluating the model 
fitness. On every iteration, a new promising hyperparameter combina
tion based on the probabilistic model is chosen and evaluated; then, the 
probabilistic model is updated using this new information. In practice, 
Bayesian optimization has demonstrated to obtain better results in fewer 
evaluations than grid and random search ([69]). For this reason, it was 
selected as the hyperparameter optimization strategy in the proposed 
methodology for all the algorithms, except in the case of GPR, which 
only requires evaluating several kernels. 

Table 1 summarizes parameters of the different ML-based models 
considered in the methodology. 

2.5. Model selection criterion 

The methodology explores different types of models for each KPI, but 
only one model for each KPI is used later and the others are discarded. In 
order to select the most appropriate model according to the corre
sponding KPI, a comparison based on a predefined metric is carried out. 
The performance index or figure of merit used for selecting a model was 
the mean squared error (MSE). MSE is differentiable and for this reason 
is commonly used as the default loss function in ML-related frameworks. 
MSE is also widely used for evaluating regression models in ML appli
cations. This metric is particularly favored for its ability to penalize 

Table 1 
Hyperparameters/architecture of the models.  

Model Hyperparameter/architecture Range/options 

MLP number of hidden layers 1–4 
number of units per layer 16–256 
initializer glorot (normal), glorot (uniform), he 

(normal), he (uniform), lecun 
(normal), lecun (uniform) 

activation ReLU, sigmoid, tanh, linear 
SVR kernel linear, polynomial, rbf, sigmoid 

degree 2–5 
C 0–10 
ε 0.1–1 

RR alpha 0.1–10 
solver svd, cholesky, lsqr, sparse_cg, sag, 

saga 
LASSO alpha 0.1–10 

maximum number of iterations 100–2000 
tolerance 0.00001–0.0001 

RF number of estimators 10–200 
k-NN number of neighbors 5–100 

algorithm ball tree, kd tree, brute 
GPR kernel constant, white, rbf, Matérn, rational 

quadratic, exp-sine-squared, dot- 
product 

CNN number of convolutional layers 1–2 
convolutional 
layer 

number of 
filters 

16–128 

activation ReLU, sigmoid, tanh 
dense layer number of 

units 
16–128 

activation ReLU, sigmoid, tanh 
dropout layer rate 0–0.5  

Y.J. Cruz et al.                                                                                                                                                                                                                                  



Operations Research Perspectives 12 (2024) 100308

5

larger errors more severely than smaller ones [30]. This sensitivity to 
outliers is useful for selecting models that perform well on average but 
also in presence of extreme values. 

2.6. Process optimization 

After modeling considering KPIs, the next step is the optimization of 
the production process parameters. Many optimization methods are 
currently being used in research studies for process optimization 
including evolutionary algorithms [16,60], particle swarm optimization 
([5,58]), cross-entropy method [7,8], among others. For optimizing the 
production processes in the proposed methodology, it was selected the 
reference point based non-dominated sorting genetic algorithm II 
(R-NSGA-II) as optimization procedure, which is a modification of the 
non-dominated sorting genetic algorithm II (NSGA-II) for taking into 
consideration the desired results in the optimization process. 

NSGA-II is a multi-objective evolutionary algorithm for finding 
Pareto-optimal fronts [18]. NSGA-II was created to deal with some 
shortcomings of previous multi-objective optimization algorithms such 
as high computational complexity and non-elitist strategies. This algo
rithm implements a fast non-dominated sorting approach and a fast 
crowded distance computation that allows finding more efficiently a 
better spread of solutions and better convergence near the true 
Pareto-optimal front when compared to other strategies [63]. Its con
venience for optimizing KPIs of industrial processes has been proved 
through many practical applications [35,39]. However, the solutions 
obtained by using NSGA-II can include non-desirable results, even if 
they are Pareto-optimal. In this case, it is necessary to select from the 
Pareto set the adequate solutions. This task can be automated by using 
the R-NSGA-II algorithm. 

R-NSGA-II modifies NSGA-II to include a preference-based optimi
zation strategy that allows to parallelly find a set of Pareto-optimal so
lutions near some reference points [19]. Its outline is very similar to 
NSGA-II, but it implements a modified survival selection. The in
dividuals are first selected front wise; however, not all of them are 
allowed to survive. A second selection using a rank based on the 
normalized Euclidean distance to the reference points is carried out. The 
normalized distance d from an individual f(x) to the reference point z is 
calculated using the following equation: 

d =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑M

i=1

(
fi(x) − zi

fmax
i − fmin

i

)2
√
√
√
√ (2)  

where M is the number of objectives and fmax
i and fmin

i are the population 
maximum and minimum function values of the i-th objective. Finally, R- 
NSGA-II also implements the ϵ-based selection strategy to ensure a 
spread of solutions near the preferred Pareto-optimal regions. 

A detailed description of the algorithm can be found in the docu
mentation of the Pymoo library [10]. Table 2 summarizes the parame
ters assigned to this algorithm in the proposed methodology. 

3. A manufacturing case study 

For validating the proposed methodology, a production process of an 
SME specialized in manufacturing aerospace components is considered 
as case study. The complexity of aerospace systems poses a unique 
challenge in manufacturing due to their high-performance requirements 
related to safety concerns. The analyzed company is currently facing a 
challenge that relates to transitioning towards small batch and agile 
manufacturing paradigms, which are both crucial strategies for modern 
businesses. This shift requires a high degree of flexibility and respon
siveness to accommodate varying customer demands and to manage 
frequent changes in product designs and specifications. Therefore, it is 
necessary the use of tools for generating actionable insights, enabling a 
faster and more informed decision-making. In this context, data-driven 
solutions enable the creation of proactive management tools for 
enhancing the process efficiency and meet production requirements in a 
timely manner. Specifically, ML presents several advantages over other 
approaches for representing the complex relationships underlying data 
from manufacturing processes including its capacity for handling large 
multi-dimensional volumes of data beyond human ability, its general
ization capacity, and scalability, among others. However, this company 
does not have personnel with ML knowledge. Although existing AutoML 
tools could be helpful in this case since they simplify the workflow for 
creating models, there would still be unresolved challenges if they were 
used. Firstly, once the models are created they must be used for gener
ating optimal parametrizations of the production process but current 
AutoML methodologies lack this stage. In other words, they allow to 
create the models and optimize their hyperparameters but do not 
automatically exploit these models. Secondly, while developing a 
custom solution for exploiting the models generated by existing AutoML 
tools is possible, on the one hand, this implies a long development 
period, which would delay the transition of the SME to the new 
manufacturing paradigms, and on the other hand, an in-depth knowl
edge of ML and multi-objective optimization is required, which the 
company does not have. Under these circumstances, the proposed 
methodology is a suitable candidate since it allow to create the models 
and automatically use them to generate optimal parametrizations of the 
production process for supporting the decision-making and, addition
ally, it only requires minimal training of the staff to teach them how to 
structure the data and configuration file, how to send the information to 
the methodology, and how to interpret the results, avoiding having to 
train them in machine learning subjects. 

The process starts by machining an aluminum AL7075-T6 (UNS 
A97075) workpiece in a Kondia HS1000 machining center equipped 
with a Siemens 840D open-architecture CNC. The workpiece is 
machined according to four parameters: radial depth of cut (ae), tool 
diameter (Diam), feed rate (fz) and spindle rotation speed (ssp). During 
the machining process six signals are measured: vibrations in x axis 
(AcelX), vibrations in y axis (AcelY), resulting vibrations (AcelR), force in 
x axis (Fx), force in y axis (Fy) and resulting force (Fr). For measuring the 
vibrations, it was used a PCB Piezotronics WJT 352B sensor, while a 
Kistler 9257B dynamometer was used for measuring the forces. After 
machining, the quality of the component is assessed using a Carl Zeiss 
Surfcom 130 stylus profilometer for measuring its roughness average, 
which is the most used index to characterize the surface roughness [7]. 
Depending on the measured roughness, the operator classifies the 
component into non-defective (compliant) or defective (non-compliant) 
and places it in the corresponding stack. Then, the production cycle 
starts again. In addition to the machining parameters and signals 
measured, the operator’s fatigue (ftg) is also monitored. Every hour the 
operator should indicate in a questionnaire the perceived level of fatigue 
in a range from 1 to 8, being 1 the lowest level and 8 the highest. 

Two KPIs were used to assess the behavior and performance of the 
manufacturing process. The two KPIs selected were throughput (tp) that 
denotes the rate at which components are processed and scrap (sc) that 
denotes the proportion of defective components produced. Both KPIs 

Table 2 
R-NSGA-II parameters.  

Parameter Value 

population size 500 
offspring size 500 
sampling random 
crossover operator simulated binary crossover 

probability 0.9 
distribution index 15 

mutation operator polynomial mutation 
probability 1.0 
distribution index 20 

number of generations 100 
ϵ 0.00001  
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were recorded hourly. The following equations shows how to calculate 
these two variables: 

tp =
tc
l

(3)  

sc =
dc

tc
(4)  

where tc is the total number of components produced in a predefined 
time window, dc is the number of defective components produced in the 
same time window, and l is the length of the time window, whose value 
has been set at one hour for this study. 

Data comprising 15 working days with different machining param
etrizations were collected. For running and implementing the proposed 
methodology in a computational procedure, a personal computer 
equipped with an Intel Core i7–10,750 H Central Processing Unit 
operating at 2.6 GHz, with 16 GB DDR4 Random Access Memory and an 
NVIDIA GeForce RTX 2060 Graphics Processing Unit with 6 GB GDDR6 
of capacity was used. The methodology was implemented on top of 
Scikit-learn [45], TensorFlow [1], Optuna [2], and Pymoo [10] libraries. 

4. Results and discussion 

After collecting and conditioning data from the manufacturing pro
cess described in Section 3, the proposed methodology and the corre
sponding computational procedure was applied. Fig. 3 shows the 
distribution of features values before and after data normalization, 
where it can be seen how the difference in the scales is drastically 
reduced. 

The first outcomes obtained were the selected features for each KPI 
which are summarized in Table 3 where the F-values are derived from 
Pearson’s correlation coefficient. This measure is implemented in Scikit- 
learn resulting always in a non-negative value and it is used to rank the 
correlation of the features with the target. The F-value in regression is 
the result of a null hypothesis test where the null hypothesis is that all 
the regression coefficients are equal to zero, except the intercept. An 
F-test compares this model with a model that includes coefficients 
different than zero and decides whether these improved the predictions 
or not. Then, it is assumed that the larger the value obtained for a 
feature, the more relevant it is for the model fitting. 

It is intuitive that for tp the feature with the most relevant one is the 
feed rate (fz) which is directly related to the machining speed, having, 
consequently, a very large F value compared to the other features. The 
selection of tool diameter (Diam) was also likely since it has a direct 
impact on the process speed given that a larger tool diameter is traduced 
in fewer operations to cover the same surface of a working piece. It is 
also comprehensible that the vibration signals (AcelR, AcelX, and AcelY) 
were selected given that a higher machining speed will be expectedly 
reflected as an increase in vibrations. As can be deducted from the 

selection of fatigue (ftg), the human factor is also relevant for tp because 
a fatigued operator is more likely to slower the work, which decreases 
the productivity of the process. In the case of sc is remarkable that the 
four parameters of the machining process (ssp, ae, fz, and Diam) have 
been selected, denoting the importance of a good parametrization for 
achieving a good quality product. Also, two process signals (Fy and 
AcelR) were selected, indicating that machining effects are probably 
better reflected in these two signals than in the others. 

After selecting the features for each KPI, the next step of the meth
odology is to generate a set of models, optimize corresponding hyper
parameters and then evaluate these models. Table 4 summarizes the 
results of the best instance of each model type obtained after completing 
the previously mentioned operations. The values shown for the coeffi
cient of determination (R2) were computed using the most general 
definition of R2, also referred to as pseudo-R2. In the case of GPR, this 
model was not evaluated due to the number of samples which exceeded 
1500, as described in Section 2.3. The model with the lowest MSE value 
was selected for each KPI, which in the case of tp was an MLP and for sc 
was a k-NN. The architecture/hyperparameters of these models are 
summarized in Table 5. 

Fig. 3. Data distribution. (a) before normalization, (b) after normalization.  

Table 3 
Selected features for each KPI.  

Features F-values for 
tp 

Selected for tp 
modeling 

F-values 
for sc 

Selected for sc 
modeling 

AcelR 424.005 x 294.846 x 
AcelX 339.367 x 147.229  
AcelY 286.907 x 234.186  
ae 25.130  466.176 x 
Diam 4449.780 x 278.234 x 
ftg 30.591 x 8.124  
Fr 1.017  103.049  
Fx 2.860  13.034  
Fy 0.221  449.584 x 
fz 14,850.700 x 291.062 x 
ssp 15.777  885.122 x  

Table 4 
Test results obtained for the different models after hyperparameter 
optimization.  

Algorithm R2 for tp MSE for tp R2 for sc MSE for sc 

SVR 0.985 5.192 0.567 1 × 10− 4 

GPR - - - - 
RF 0.981 5.319 0.625 9 × 10− 5 

RR 0.956 6.943 0.397 1.2 × 10− 4 

LR 0.949 8.136 0.201 1.5 × 10− 4 

k-NN 0.979 6.737 0.735 6 × 10− 5 

MLP 0.999 2.585 0.698 7 × 10− 5 

CNN 0.998 3.189 0.731 6 × 10− 5  
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In order to analyze the effectiveness of the proposed methodology 
with regard to other state-of-the-art AutoML frameworks, a comparison 
is conducted and results are shown in Table 6. For both KPIs, the results 
obtained are very similar. It is important to remark the complexity of the 
solutions offered by some of these frameworks, for instance, the stacked 
ensemble generated by H2O for tp including up to 74 base models or the 
ensemble generated by auto-sklearn for sc including up to seven base 
models. In the cases of auto-sklearn, TPOT and H2O, the frameworks 
were configured to have an execution time of approximately 15 min, 
similar to the execution time of the computational procedure that im
plements the proposed methodology. 

Finally, the last step of the proposed methodology consists of using 
the generated models in a multi-objective optimization of the produc
tion process. In this step, only the adjustable parameters are optimized, 
while non-modifiable parameters are constrained to be equal to their 
mean values in the training set. It should be noticed that the definition of 
the optimization problem is one of the first steps of the methodology; 
which allows to carry out the process optimization automatically 
without any intervention after selecting the models for all the KPIs. The 
following equations describe the optimization problem for the case 
study: 

MaxM1(x[F1]) (5)  

MinM2(x[F2]) (6)  

subject toAcelR = AcelRtr (7)  

AcelX = AcelXtr (8)  

AcelY = AcelYtr (9)  

ftg = ftgtr (10)  

Fr = Frtr (11)  

Fx = Fxtr (12)  

Fy = Fytr (13)  

ae ∈ {1, 2, 3, 4, 5} mm (14)  

Diam ∈ {8, 10, 12, 16, 20} mm (15)  

0.025 m/min ≤ fz ≤ 0.13 m/min (16)  

15, 000 rpm ≤ ssp ≤ 22,500 rpm (17)  

M1(x[F1]) ≥ 0 (18)  

M2(x[F2]) ≥ 0 (19)  

where M1 and M2 represent the models previously selected by the 
methodology for tp and sc, respectively. In this case, x[F1] and x[F2]

represent the selected features for each KPI. Eqs. (5) and (6) are the 
objectives of the problem and the remaining Equations represent the 
constraints. Eqs. (7)–(13) are equality constraints for the non- 
controllable parameters of the process, Eqs. (14)–(17) are inequality 
constraints for the controllable parameters where their feasible range is 
specified, and Eqs. (18) and (19) are inequality constraints for the 
models since the two KPIs of the case study are non-negative. 

The Pareto-optimal parametrizations of the production process are 
generated via the R-NSGA-II algorithm. The obtained results are shown 
in Fig. 4. For illustration purposes on convergence, an optimization of 
the production process by means of the NSGA-II algorithm was also 
carried out, using the same hyperparameters than R-NSGA-II, except for 
population and offspring sizes, which were set to 1000. Additionally, the 
performance of the process under the parametrization recommended by 
the plant manager before the development of this study was also 
included as a baseline. 

Table 5 
Selected models hyperparameters.  

KPI Algorithm Architecture/Hyperparameters 

tp MLP Number of hidden layers:2 
Number of units in the 1st hidden layer: 128 
Activation function of the 1st hidden layer: tanh 
Number of units of the 2nd hidden layer: 64 
Activation function of the 2nd hidden layer: tanh 
Number of units in the output layer: 1 
Activation function of the output layer: linear 
Initializer: he (uniform) 

sc k-NN Number of neighbors: 99 
Algorithm: kd tree  

Table 6 
Comparison of the modeling task.  

AutoML 
framework 

Best model type for tp R2 for 
tp 

MSE 
for tp 

Best model type for sc R2 for 
sc 

MSE 
for sc 

auto-sklearn [23] ensemble: 3 gradient boosting regressors +1 
automatic relevance determination regressor 

0.989 5.036 ensemble: 2 gradient boosting regressors + 1 extremely 
randomized trees regressor + 1 adaptive boosting regressor +
1 
k-NN regressor + 1 MLP model + 1 automatic relevance 
determination regressor 

0.756 6 ×
10− 5 

TPOT [33] extreme gradient boosting regressor 0.995 2.609 extremely randomized trees regressor 0.727 6 ×
10− 5 

H2O [34] stacked ensemble: (74 base models) 0.986 6.048 stacked ensemble: 1 gradient boosting regressor + 1 extreme 
gradient boosting regressor + 1 distributed RF regressor 

0.748 6 ×
10− 5 

Proposed 
methodology 

MLP model 0.999 2.585 k-NN regressor 0.735 6 ×
10− 5  

Fig. 4. Results for reference values at (105, 0.005), (125, 0.02) and (147, 0.02).  
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Based on the results achieved, the production process could be 
parametrized to work in desired regimes near the reference points. The 
solutions associated to reference 1 in Fig. 4 reduce sc by 3.36 % on 
average compared to the baseline performance, at the cost of decreasing 
tp by 22.69 % on average. In the case of the solutions associated to 
reference 2, they enable reducing sc by 2.46 % on average compared to 
the baseline performance, at the cost of decreasing tp by 9.57 % on 
average. Finally, it can be seen how the solutions associated to reference 
3 dominate the baseline performance. In this case, sc is reduced by 2.15 
% on average compared to the baseline performance, while increasing tp 
by 3.19 % on average. With these results, a technologist, plant manager 
or any designated person in the SME can decide on whether to adopt a 
solution that improves both KPIs or, if reduction of defects is critical, to 
adopt a solution that implies decrease the productivity but minimize the 
number of defective components. For testing purposes, one of the pa
rametrizations of the Pareto set associated to reference 3 was applied to 
the production process, resulting in the following operating conditions: 
tp = 144.6 component produced/hour and sc = 0.024. These results are 
in line with the values predicted in the Pareto front. 

As can be seen in this case study, the proposed methodology allowed 
an SME without in-house ML expertise to create accurate models for two 
KPIs of its manufacturing process and automatically use them to find 
optimal parametrizations of the production.This was possible thanks to 
the holistic approach of the methodology that extends the classic 
AutoML workflow to include an automated optimization stage where the 
previously created models are used as objective functions without the 
need for manual intervention. In addition, the capabilities of the opti
mization algorithm allowed to consider the operator preferences during 
the generation of the optimal parametrizations, streamlining the 
decision-making process. 

5. Conclusions 

This work presents an automated machine learning methodology for 
optimizing manufacturing processes in SMEs by combining the standard 
tasks of AutoML tools, such as data preprocessing, feature selection, 
model training, and hyperparameter optimization, with preference- 
based multi-objective optimization. For this purpose, the basic 
AutoML workflow is used to generate models for each of the KPIs of the 
production process and, then, a new automated optimization step is 
introduced for using the generated models as objective functions, 
resulting in optimal parametrizations of the production process. By 
simplifying the way of interacting with this methodology, it is possible 
that manufacturing SMEs with low availability of highly-skilled 
personnel or limited computing power can benefit from advanced 
technologies making easier the digitalization and application of Industry 
4.0 paradigm. 

The methodology was implemented and validated in a production 
process where, firstly, the most relevant features for modeling each key 
performance indicator were automatically selected based on the Pear
son’s correlation coefficient, allowing to reduce the dimensionality of 
the data. Then, models of key performance indicators were generated 
and their architecture/hyperparameters optimized. Generated models 
were compared to models obtained through other AutoML frameworks 
offering similar results, with values of MSE = 2.585 and R2 = 0.999, and 
MSE = 6 × 10− 5 and R2 = 0.735, respectively. Finally, the models were 
used as objective functions in the R-NSGA-II algorithm for finding 
optimal parametrizations of the production process, yielding an 
improvement in both KPI, reducing scrap by 2.15 % and increasing 
throughput by 3.19 %, with regard to the baseline of conventional 
parametrization considering only a single productivity target. These 
improvements contribute to a higher production rate while, at the same 
time, the number of defective components is reduced, which underscore 
the potential of the proposed methodology to significantly boost overall 
efficiency and profitability for SMEs by optimizing their production 
processes more holistically. 

In the future, the study will be extended by including a meta- 
heuristic algorithm for initializing the architecture and hyper
parameters of the models. By exploring promising hyperparameters and 
architectures first, derived from similar problems, the model selection 
process will be more efficient, thus positively impacting the perfor
mance of the entire AutoML workflow. 

Furthermore, we intend to apply the proposed methodology to other 
domains beyond manufacturing SMEs. Potential domains include but 
are not limited to construction, infrastructure services, logistics, 
healthcare, and finance. Many problems in these fields also require the 
creation of models and its use for optimization, which paves the way for 
applying the proposed methodology. However, its suitability to different 
domains must be carefully evaluated, recognizing that each field present 
unique challenges and constraints. 
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