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a b s t r a c t 

Currently, the masses are interested in sharing opinions, feedbacks, suggestions on any 

discrete topics on websites, e-forums, and blogs. Thus, the consumers tend to rely a lot 

on product reviews before buying any products or availing their services. However, not all 

reviews available over internet are authentic. Spammers manipulate the reviews in their 

favor to either devalue or promote products. Thus, customers are influenced to take wrong 

decision due to these spurious reviews, i. e., spammy contents. In order to address this 

problem, a hybrid approach of improved binary particle swarm optimization and shuffled 

frog leaping algorithm are proposed to decrease high dimensionality of the feature set and 

to select optimized feature subsets. Our approach helps customers in ignoring fake reviews 

and enhances the classification performance by providing trustworthy reviews. Naive Bayes 

(NB), K Nearest Neighbor (kNN) and Support Vector Machine (SVM) classifiers were used 

for classification. The results indicate that the proposed hybrid method of feature selection 

provides an optimized feature subset and obtains higher classification accuracy. 

© 2018 Elsevier Ltd. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

In current times, the amount of content available to the user on the internet is rapidly increasing [1] . While purchasing

the product or availing services customers generally tend to make a decision relying solely on the information available in

the review sites [2] . However, there is a limited quality control for these available data. This limitation invites people to

post spurious reviews on the websites in order to either promote or demote the products [3] . Such individuals are known

as opinion spammers. The positive spam reviews about a product may lead to financial gains and would help to increase

the popularity of the product [4] . Similarly, negative spam reviews are posted with the intention of defaming a product or

services [5] . Recently, the problem of spam or fake reviews has been on the rise, and many such cases have been released in

the news. Hence, there arises a necessity of finding the authenticity of these reviews. Feature selection (FS) is a technique

in which a subset of features are selected from the original dataset [6] . It is mainly used to build more robust learning

models and to reduce the processing cost. The main purpose of feature selection is to reduce the number of features to

increase both the performance of the model and the accuracy of classification [7] . FS can be examined as a search into a

state space. Thus, a full search can be performed in all the search spaces traversed. However, this approach is not feasible

in case of a very large number of features. Hence, a heuristic search deliberates those features, which have not yet been
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selected at each iteration, for evaluation. A random search creates random subsets within the search space that can be

evaluated for importance of classification performance. Due to their randomized nature, meta-heuristics such as particle

swarm optimization (PSO), evolutionary algorithms (EA), bat algorithm (BA), ant colony optimization (ACO) and genetic

algorithm [8,9] are widely used for feature selection. When the feature space is high dimensional, selecting the optimal

feature subset using traditional optimization methods have not proven to be effective. Therefore, meta-heuristic algorithms

are used extensively for the appropriate selection of features. Two types of feature selection methods, namely the filter

method and wrapper method can be incorporated for selecting subset of features. The filter model analyzes the intrinsic

properties of data without involving the use of any learning algorithms [9] and can perform both subset selection and

ranking. Though ranking involves identifying the importance of all the features, this method is more specifically used as

a pre-process method since it selects redundant features. The wrapper model unlike other filter approaches considers the

relationship between features [10] . This method initially uses an optimizing algorithm to generate various subsets of features

and then uses a classification algorithm to analyze the subsets generated. 

A rule-based approach was investigated to detect fake reviews in which the unexpected rules were defined to detect un-

usual behaviors of reviewers [11] . The study used an dataset available from Aamazon to identify spam activities. The N-gram

method was applied to detect negative deceptive opinion [12] . Gold standard negative spam dataset which contains 400 re-

views of 20 hotels in Chicago was used. The unigram and bigram features were trained by Support Vector Machine (SVM)

classifiers. The results revealed that, the N-gram based SVM classifier achieved 86% accuracy in surpassing human judges.

Two kinds of N-gram methods namely the character n gram (BON) and the word n-gram (BOW) were proposed to detect

fake reviews [5] . Naive Bayes (NB) classifier was used for classifying both positive and negative reviews. The experimental

results showed that the NB classifier achieved better results for positive reviews. Further, the SVM method was found to

show better results in classifying deceptive and truthful negative reviews. The authors claimed that the BON showed better

robustness when compared to BOW as it provided superior results with a small training dataset. 

The content duplication technique was preferred for identifying the fake review [13] . Both duplicate and near-duplicate

reviews were considered in training data set. Furthermore, two different techniques for spam detection were considered in

the test dataset. The authors illustrated the content-based features which include 3 categories of reviews. Firstly, similarity

of a review with the author’s and other reviews on the target products. They also elucidate reviewer’s centric features based

on the burst patterns. The Probabilistic language model was developed to generate a similarity score between the reviews

[14] . This approach evaluates the possibility of one review that are derived from the other. To detect the content similarity,

they compared a couple of reviews by Kullback–Leibler. In addition to that Kullback–Leibler divergence measure calculates

the spam score for every review. SVM was chosen for spam classification to classify both spam and ham reviews. They have

achieved 81% precision in their method for detecting spam reviews. 

Stylometric features, characterized either as lexical or syntactic representation were used for identifying review spam.

While the lexical features represent the character or word-based features, the syntactic feature denotes the reviewers writing

style at each sentence level. Graph-based methodology, the graph comprising three nodes: namely the review, the reviewer

and store was applied for detecting review spammers [15,16] . It establishes the inter-relationships between two nodes, which

is achieved by evaluating following: the credibility of the reviewer, the honesty of the reviews and the reliability of the store.

In this case agreement score is calculated based on the user rating. The reliability of the store depends on the credibility of

its reviewer’s comments. 

The existing works investigated the traditional feature selection techniques such as bag of words, bag of nouns, linguistic

features, weighted PCA, keyword spotting and the machine learning algorithm for reviewing spam classification. However, till

date no attempts have been made to use hybrid evolutionary algorithms for reviewing spam classification. The evolutionary

algorithms have been applied for different applications such as scheduling, power system, and wireless sensor networks.

This is the first study that utilizes evolutionary algorithms for classifying reviews into spam and ham. FS plays a major

role in classification. Hence, lot of researchers primarily focus on statistical measures to choose the features. However, these

methods do not furnish an appropriate solution space. The search space size has increased exponentially corresponding

to the number of features in a given data set. Traditional feature selection techniques involve larger number of features.

Although all of them are not required during classification, substantial number of irrelevant and redundant features tend to

affect the overall performance of the classifier. 

2. Proposed model 

The proposed methodology uses evolutionary algorithms for FS in order to obtain the feature subset for achieving better

accuracy of classification and identification of fake reviews. It consists of four phases namely, preprocessing, feature extrac-

tion and feature subset selection using hybrid iBPSO and SFLA and classification. The block diagram of the proposed system

is illustrated in Fig. 1 . 

2.1. Data preprocessing 

The data preprocessing phase consists of four phases- tokenization, stop words removal, stemming, and SentiWordNet.

First, tokenization process is applied to convert the strings into tokens. Hence, each document is divided into tokens. After

the tokenization process, the stop words are eliminated from the dataset. Following this stemming is applied to select the
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Fig. 1. Block diagram of the proposed iBPSO and SFLA. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

root word from the word. Finally, the SentiWordNet is utilized for extracting the features [17] . The aim of SentiWordNet

is to provide an extension for Word Net, in such a manner that all synsets can be associated with a value concerning the

negative, positive or objective connotation. The positive and the negative scores for review are determined by calculating

the average of the positive and negative scores. Then objective score will be calculated using Eq. (1) . If the objective score

is less than the threshold, the words are eliminated; else, the words are taken for further processing. 

ob j score = 1 − ( P ositi v escore + Negati v escore ) (1)

2.2. Feature extraction 

The term frequency (TF) denotes the number of occurrences of each word in the document and d is calculated using the

following Eq. (2) . The inverse document frequency reduces the weight of words that repeatedly occurs, thus boosting the

weight of the lesser frequent words in the document. Inverse document frequency (IDF) is calculated using Eq. (3) . TF-IDF is

used in information retrieval and text mining [18] . TF-IDF is a product with two statistics namely, term frequency and IDF,

and is calculated using Eq. (4) . 

f ( t , d ) = 

f t ( d ) 

max w ∈ d f d ( w ) 
(2)

where w is the maximum weight of any raw term t which is present in the whole document d . f ( t , d )frequency of term in

each document d. 

IDF ( t , D ) = log 

| D | 
| { d ∈ D ; t ∈ d } | (3)

|D|, the total number of documents which are present in the dataset, |{d €D, t €d}| denotes the number of documents. 

TFIDF = f ( t , d ) ∗ IDF ( t , D ) (4)

2.3. Particle swarm optimization 

The particle swarm optimization (PSO) algorithm [30] is synonymous with the behavior of birds to flock and fish to

school. PSO is applied to wide range to various fields such as task scheduling, fuzzy systems, control and power systems,

and classification. According to PSO, the population is considered as a swarm. In a swarm, each individual is represented as a

particle. A swarm contains a number of particles (n) and each particle implies a candidate solution on d dimensional search

space. Every single particle is associated with a particular velocity. In the population, the i th particle is represented using

position P i by (p i1 , p i2 , …, p id ) and velocity V i by (v i1 , v i2 , …, v id ). every particle moves in the search space to obtain an

optimal solution. The movement of each particle is directed by pbest position and gbest position. Each candidate solution is

considered as pbest such as (pbesti1, pbest i2 . pbest id ). The entire swarm’s best position is denoted by gbest such as (gbest i1 ,

gbest i2 , …, gbest id ). A fitness value used to evaluate the best position of the particle. The current position, velocity of the

ith particle are upgraded using the following Eqs. (5) and (6) . 

V ( t+1 ) = W × ( V t + C 1 × rand ( 0 , 1 ) × pBes t t ) − ( current v alu e t + C 2 × rand ( 0 , 1 ) (5)

current v alu e ( t+1 ) = current v alu e t + V ( t+1 ) (6)

V (t + 1) represents the particle’s former velocity, and V (t) indicates the particle’s updated velocity. C1 and C2 are exists as

constants. Factor W denotes the inertia weight that range between [0. 0, 1. 0] to bring the impact of the former velocity

under control [27] . The current value (t + 1) and current value (t) are updated, former positions of the particles, respectively

in Eq. (6) . The standard PSO was basically developed for continuous optimization problems [19] . With the aim of feature

selection, the real time valued version of PSO algorithm has been extended to either binary or discrete space, which propose
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Fig. 2. Solution Representation. 

Algorithm 1 Feature selection using iBPSO. 

Step 1: Initialize the population randomly for iBPSO. 

Step 2: Compute the fitness values for each particle. 

Step 3: Compute velocity using linearly decreasing inertia weight and convergence factor in Eqs. (11) and (12) . 

Step 4: For each particle, estimate pbest and gbest. 

Step 5: The fitness value is then compared with overall best value of the population’s. 

If the current value is better than the gbest, then update gbest. 

Step 6: Update the particle’s position according to Eqs. (7) and (8) and the current value (t + 1) of the new population can be generated. 

Step 7: Repeat step (2) until the convergence criteria is met or reaches the utmost number of iterations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

a binary version of PSO (BPSO) [26,28] . In DPSO, each particle tends to progress in a discrete search space. In case of BPSO

algorithm, each particle position is restricted between [.,. 0, 1]. To standardize all the real valued velocities between [.,. 0,

1], sigmoid function is applied using Eqs. (7) and (8) . 

S ( v ) = 

1 

1 + e −x 
(7) 

In BPSO, each particle is updated using Eq. (8) 

X i = 

{
1 , if rand () > s (ν) 

0 otherwise 
(8) 

Rand () function denotes a random number ranging from [. . 0 to 1]. In Eqs. (5) and (6) , the updated positions of the

particle are normalized using the function S (v), where v refers to the particle’s updated velocity. If S (v) is greater than

the randomly generated number, then its position value of Xi represents {1}, implying that the features that are selected is

required for the next update. If S (v) is lesser than a randomly produced number, then the position value of Xi represents

{0}, which specifies that the features will not be considered. Cost can be cut down by reducing the computational time,

which can be done by setting 500 iterations with the population size of 50. The acceleration parameters, C1 and C2, are set

to 2, and the inertia weight parameter is set initially to 0.48, as in [17] . 

2.4. Feature selection using iBPSO 

2.4.1. Candidate solution representation 

In iBPSO, each particle position values are considered as a binary bit string which signifies the total number of features

(N). If the particle position value of the feature is 1 then, the features are selected; else, they are not selected as represented

in Fig. 2 . 

2.4.2. Objective function 

The primary objective of this study is to facilitate the improvisation of the classification accuracy. The accuracy values of

NB and kNN classifiers are used as fitness functions [24] for the proposed hybrid approach. The fitness function, fitness (x)

is determined using the formula: 

F itness (x ) = Ac c urac y (x ) (9) 

where accuracy (x) refers to the Naive Bayes classification accuracy and the feature subset selection of training data set

which is represented by x. The existing works have either used the convergence factor λ or the inertia weight W [25,7,19,26] .

Inertia weight plays a vital role in exploration and exploitation. Hence, in the proposed iBPSO Linearly Decreasing Inertia

Weight (LDIW) method has been combined with the convergence factor λ as shown in Eq. (10) . The convergence factor

λ, is calculated using Eq. (11) . In LDIW, W start and W end refers to the starting and ending values, t is the iterator over all

iterations, T max is the maximum number of iterations as shown in Eq. (12) . The Feature selection using iBPSO is explained

in Algorithm 1 . 

V ( t+ 1 ) = λ ( w t ×
(
V ( t ) + C 1 × rand ( 0 , 1 ) ) × pBes t ( t ) 

)
− ( current v alu e t + C 2 × rand ( 0 , 1 ) ) (10) 

λ = 

2 ∣∣2 − c − √ 

c ∗c − 4 ∗c 
∣∣ (11) 

w t = ( w start − w end ) 

(
T max 

−t 
)

+ w end (12) 

T max 

Please cite this article as: S.P. Rajamohana, K. Umamaheswari, Hybrid approach of improved binary particle 

swarm optimization and shuffled frog leaping for feature selection, Computers and Electrical Engineering (2018), 

https://doi.org/10.1016/j.compeleceng.2018.02.015 

https://doi.org/10.1016/j.compeleceng.2018.02.015


S.P. Rajamohana, K. Umamaheswari / Computers and Electrical Engineering 0 0 0 (2018) 1–12 5 

ARTICLE IN PRESS 

JID: CAEE [m3Gsc; February 14, 2018;19:35 ] 

Algorithm 2 Feature selection using hybrid iBPSO _SFLA. 

Step 1: Initialize a population of each particle’s position and velocity, randomly on search space D. 

Step 2: For every particle, compute fitness function. 

Step 3: Pbest and Gbest values are obtained for entire population. 

Step 4: Compare the fitness value with the population’s overall pbest value. If the current pbest value is better than gbest, then reset to the current 

particles value. 

Step 5: Change the particle’s velocity and position according to Eqs. (13) and (14) respectively. 

Step 6: Loop back to step 2 until a criterion (convergence rate reaches the maximum number of iterations) is met. 

Step 7: The possible solution to P’s Population; is defined by group of virtual frogs (n). 

Step 8: Frogs are sorted in a descending order based on their fitness value and is partitioned into subsets known as memeplexes (m). 

Step 9: Frogs i are stated as X i = (X i1 , X i2 , …, X is ), where S denotes the number of variables. 

Step 10: Each memeplex, with worst and best fitness of the frog is represented as X w and X b , respectively. 

Step 11: The best fitness is recognized as X g . 

Step 12: Frog with worst fitness is to be improved according to the Eqs. (13) and (14) . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.5. Feature selection using SFLA 

Shuffled frog leaping algorithm (SFLA) aggregates the benefits of genetic-based meta heuristic algorithm and the social

behavior of the PSO. It contains the population of a set of frogs are broken down into subsets known as memeplexes [20] .

These different memeplexes can be different frogs culture with each of them performing a local search. Among memeplex,

each individual frog within a memeplex has ideas, that can be influenced by the other frogs, eventually leading the memetic

evolution. After a specific number of evolution, ideas are shared among the memeplexes during shuffling. The local search

and the shuffling processes continue until the convergence criteria is met [21] . The initial population, of F frogs is generated

randomly. For S-dimensional problems, a frog i is denoted as X i = (x i1 , x i2 , …, x iS ). The frogs are then sorted in a descending

order, based on their fitness value. The whole population is split into m memeplexes. Each contains n frogs, that is (P m ×n ).

Frog f1 moves towards the memeplex (M1), following which frog f2 moves to the memeplex (M2), the m th frog goes to

the m th memeplex and hence frog m + 1 moves back to the memeplex (M1) and so on [22] . Within every memeplex, the

best and the worst finesses of the frogs identified as X b and X w 

, respectively. Further, the frog with the overall best fitness

is represented as X g . A process that is similar to PSO is used to in each cycle to improve only those frogs with the worst

fitness. Hence, the position of a frog that has the worst fitness value is adjusted according to the following Eqs. (13 and 14) .

The steps involved in feature selection using hybrid iBPSO_SFLA is explained in Algorithm 2 . 

Change in the position of frog is denoted by, 

( D i ) = rand () ∗ ( X b . X w 

) (13)

The Position of new frog is denoted as follows: 

X w 

= current position X w 

+ D i (14)

( D max ≥ D i ≥ -D max ) , rand () function which represents a random number between 0 and 1. D max is the maximum change

in a frog’s position. It replaces the worst frog corresponding to the global best frog, where X g replaces X b . If there is no

improvisation, then a new solution is randomly created to replace the frog. The calculations are then continued for a certain

number of iterations [27] . 

2.6. Training process 

Hybrid feature selection approach of iBPSO and SFLA algorithm is used for the improved feature subset selection. For the

training process, 80% of the reviews (1280 instances) are taken into consideration. In iBPSO, the earliest population of each

particle is created aimlessly in the S-dimension search area. Every particle signifies candidate solution to the problem. Entire

swarm is referred to as a population. The particles are expressed as a binary string n which represents a total number of

the features. If the position value corresponding to that feature is 1, it indicates the selected features, or else it can be taken

as indicating the non-selected features. The fitness function is calculated using accuracy. These fitness values are considered

as the pbest values of each particle. Among the pbest values, the highest value is taken as the gbest value. Following this,

the position and velocity values are updated for the next iteration. The above steps are performed until the current iteration

reaches the greatest iteration value. Finally, the optimized features are selected. An illustrative example for iBPSO is given

in Fig. 3 . 

In hybrid iBPSO and SFLA, the population that contains the optimized feature set of iBPSO is provided as an input to

the SFLA algorithm. In SFLA, each frog depicts a candidate solution. The populations are defined by a group of virtual frogs,

which are sorted out in a descending order, based on those fitness value. The whole population is broken down into m

memeplex. Frogs with the lowest and highest fitness value are known as X w 

and X b . The frog with the highest fitness

value is the gbest value denoted as X g . A frog with gbest value is considered as an optimized feature subset. An illustrative

example proposed hybrid iBPSO and SFLA is provided in Fig. 4 . 
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Fig. 3. Population Initialization. 

Fig. 4. Frog Initialization. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.7. Testing process 

For the testing purposes, the remaining 20% of the reviews (320 instances) were taken into consideration. NB and kNN

algorithm were implemented for calculating the fitness function. Considering the population size from 1 to n, the features

from F 1 to F n as shown in training process. 

2.8. Classification 

2.8.1. kNN 

First up, 1-nearest neighbor (1-nn) is employed for classification. This 1-nn method [29,31] is easily implemented with-

out the need for any optimization. A training sample of N vectors X j = (x j1 , …, x jd ), j = 1, …, N is assumed. In the above

representation, d refers to the number of features that have been selected and x jk is the description of observation j on

feature k. In the 1-nn classifier, an unknown observation z i = (z i1 , …, z id ) is classified based on its Euclidean distance using

Eq. (15) . After calculating the Euclidean distance, zi is put into the class containing its nearest training observation. The

kNN method is an extension of the 1-nn method, where k-nearest neighbors are taken into consideration instead of a single

neighbor as in 1-nn. 

D i j = 

√ 

d ∑ 

k=1 

| z ik − x ik | (15) 

2.8.2. NB 

The NB classifier makes use of a probabilistic technique to predict a class for every case of data set. NB is one of the

most popular text classification method used in many applications namely email spam detection, email sorting, document

categorization, content detection, language detection, and sentiment classification [23] . Although it is frequently outdone

by other procedures such as Random Forest, Max Entropy, Support Vector Machine etc., the NB classifier is very effective

because, it is less rigorous in terms of computational cost. The working process of Naive Bayes is as follows: 

Let T be the training sample. Each sample has category labels. A Sample set has totally m classes: C 1 , C 2 , …, C m 

. Every

sample is depicted by an n-dimensional vector system design X is denoted as {x 1 , x 2 , …,x n }, and each vector represents n

attributes A 1 , A 2 , …, A n . The different ways of calculating the probability of the class are explained below. 

1. Given a simple X, the classifier predicts that X belongs to the highest posterior probability of class. If and only if P

(C i |X) > P (C j |X), 1 < = i, j < = m, X is predicted to belong to class C i . According to the Bayes’ theorem, the probability is

calculated as in Eq. (16) . 

P 

(
C i 

X 

)
= 

P 

(
X 
C i 

)
∗P ( C i ) 

P ( X ) 
(16) 
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Since P (X) remains the same for the rest of classes, it only needs to find the largest P (X|C i )P (Ci). The prior probability

of class C i is calculated. P (C i ) = si/s, si refers to the number of training samples of class Ci, and s is the total number of

training samples. If the prior probability of class C i is not known, it is assumed that the probability of these classes is

equal, then P (C 1 ) = P (C 2 ) = … = P (C m 

). Therefore, the problem is transformed into how to get maximum P (X| C i ). 

2. If the data set that under certain condition attribute characteristic value is independent of each other. P (X| C i ) is calcu-

lated which has many attributes, The workload of calculating P (X| C i ) is very high. In order to reduce the computational

overhead of P (X|C i ), assumption Eq. (17) . 

P 

(
X 

C i 

)
= 

k ∏ 

k =1 

P 

(
x k 

C i 

)
(17)

3. Probability P (x1|C i ), P (x2|C i ), …, P (x n |C i ) can be calculated from the above training data set. Here, xk refers to the

attribute Ak of sample X. 

4. For each class, it calculates P (X|C i )P (C i ) and only if P (X|C i )P (C i ) is maximum, the classifier prediction sample X belongs

to class C i . 

2.8.3. SVM 

SVM is a popular constructive learning technique, formally defined by a separating hyper plane It is possible to obtain

a solution by making a non-linear transformation of the original input set into a high dimensional feature set, where an

optimal separating hyper plane can be found [5] . Though SVMs are efficient in classification, they have certain limitations

in terms of identifying the choice of kernel, speed and size in training and testing, computational complexity, and memory

requirements. The whole process of support vector machine based classification begins with getting the data collection

α = {d1, d2, d3, …, dn} where each data corresponds to a domain or category C = {c1, c2, c3, …, cn} and a feature space

F = {f1, f2, f3, …, fn}. The sample data are identified and mapped to W = {w1, w2, w3, …, wn} where ‘w’ refers to the

weight of the document. The feature vectors are then fed as input to the SVM classifier to train the system. The data are

mapped as + / −1 based on the relevancy during training. The unclassified or the test vector is fed to the classifier system

and the output is predicted once the system is trained. 

2.8.4. Performance evaluation 

The evaluation of the classification performance is based on three metrics namely accuracy, precision, and recall as de-

fined in the following Eqs. (18) –(20) . 

Accuracy = 

TN + TP 

TN + FP + FN + TP 

(18)

Precision = 

TP 

TP + FP 

(19)

Recall = 

TP 

TP + FN 

(20)

3. Simulation results and discussion 

The proposed hybrid iBPSO and SFLA algorithms were implemented using Java with Intel P4, 2. 66 GHz CPU; 16GB RAM

in Windows XP Professional operating system environment. In this experiment, hybrid iBPSO and SFLA FS algorithms were

implemented for selecting the optimized subsets from the review spam dataset. The stages of the proposed methods results

are presented below. 

3.1. Dataset description 

The proposed method uses the dataset developed by Ott. et al. [12] , which consists of 1600 reviews of the 20 most

popular Chicago hotels that are organized as follows: 800 positive reviews, out of which 400 are truthful, and 400 are

deceptive, and 800 negative reviews, out of which 400 are truthful, and 400 deceptive. From this review dataset, 80% (1280

instances) of the reviews were used for training and the remaining 20% (320 instances) used for testing with significant

features. The average length of a single review was around 600 characters. The aim was to classify such reviews into two

categories: truthful and deceptive reviews. 

3.1.1. Example of a typical truthful review dataset 

My husband and I stayed for two nights at the Hilton Chicago, and enjoyed every minute of it! The bedrooms are

immaculate, and the linnens are very soft. We also appreciated the free wifi, as we could stay in touch with friends while

staying in Chicago. The bathroom was quite spacious, and I loved the smell of the shampoo they provided-not like most

hotel shampoos. Their service was amazing, and we absolutely loved the beautiful indoor pool. I would recommend staying

here to anyone. 
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Table 1 

iBPSO parameters setup. 

Population size 50 

Maximum iterations 500 

C1 2 

C2 2 

Inertia weight (w) 0.48 

Table 2 

SFLA parameters setup. 

Population size 50 

No of Memeplexes 10 

Size of Memeplex 5 

No of iterations 500 

D max 50 

Table 3 

Comparison of the number of features with various feature selection techniques. 

Techniques No. of features 

LSI 2433 

SentiWordNet 1771 

iBPSO 772 

SFLA 723 

Hybrid iBPSO and SFLA 642 

Table 4 

Comparison of the gbest values of iBPSO, SFLA and hybrid iBPSO and SFLA. 

Algorithm Global best value 

iBPSO 0.8455 

SFLA 0.8743 

Hybrid iBPSO and SFLA 0.9291 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.1.2. Example of a typical deceptive review dataset 

The Affinia Manhattan is fantastic! My husband and I stayed there when we went to visit my sister. I loved the room.

It was one of the best hotel beds we have ever slept in. The view was incredible. Manhattan is one of the most beautiful

places I have ever been. The staff was very helpful as well. They had no problem going out of their way to be helpful. I

would suggest this hotel to anybody! 

3.1.3. Parameter settings 

The parameters used for the proposed iBPSO and SFLA are shown in the Tables 1 and 2 . After initializing the parame-

ters, the fitness function was calculated using classification performance and was used to assess the selected subspaces of

features for each dataset. The training process was implemented using 10 fold cross validation method. 

Prior to applying FS and classification methods, the review spam dataset was first preprocessed. After tokenizing a doc-

ument, stop words were removed from the document. The number of features after stemming is decreased. The number of

features obtained at every step are shown in Table 3 . The well-known sentiment lexicon known as SentiWordNet and con-

tains about 10,0 0 0 words approximately with both positive and negative score. Accordingly, after applying SentiWordNet,

the feature count was reduced to 53,648. Moreover, the duplicate features, were removed as well. Thus, the feature count

was reduced to 1771. In iBPSO based feature selection, the initial parameters such as the number of features, population

size, and the number of iterations are provided as inputs. Each particle position values are then randomly initialized be-

tween . 0 and . 1. The fitness values for each particle was computed using classification accuracy. where the pbest and gbest

values were noted. The velocity and the position values were updated for achieving maximum iteration. After running 500

iterations, the final gbest values with their corresponding features are identified as the optimized feature subset. In this hy-

brid iBPSO and SFLA, the optimized feature subset of iBPSO was provided as an input to the SFLA. In SFLA, the features are

sorted according to their fitness values and are further divided into memeplexes, as specified. After calculating the fitness of

each frog, the gbest values are calculated for each memeplex. The final gbest value of the proposed hybrid iBPSO and SFLA

are identified as an optimized feature subset. The results of hybrid iBPSO and SFLA are shown in Table 4 . A comparison of

the results of iBPSO and SFLA revealed that the proposed hybrid iBPSO and SFLA provided better results. The total number

of features selected in iBPSO and SFLA and hybrid iBPSO and SFLA are given in Table 3 . 
Please cite this article as: S.P. Rajamohana, K. Umamaheswari, Hybrid approach of improved binary particle 

swarm optimization and shuffled frog leaping for feature selection, Computers and Electrical Engineering (2018), 

https://doi.org/10.1016/j.compeleceng.2018.02.015 

https://doi.org/10.1016/j.compeleceng.2018.02.015


S.P. Rajamohana, K. Umamaheswari / Computers and Electrical Engineering 0 0 0 (2018) 1–12 9 

ARTICLE IN PRESS 

JID: CAEE [m3Gsc; February 14, 2018;19:35 ] 

Table 5 

Spam and ham features. 

Pleased, wonderful, Comfortable, Amazing, 

Loved, Great, Marveling, Fabulous, 

Damage, Horrible, Discomfort, Ignorance, 

Refused, Lacked, Complaint, Absurd, 

Blatantly, Worst. 

Table 6 

Number of reviews classified as spam or ham. 

Reviews Naive Bayes kNN SVM 

SPAM 711 622 537 

HAM 889 978 1063 

Table 7 

Performance analysis of classification accuracy using different inertia weight. 

Different inertia weight iBPSO SFLA 

W 0.8884 0.8617 

λ+ W 0.8909 0.8896 

LDIW 0.9106 0.9139 

LDIW + λ 0.9318 0.9181 

Table 8 

Number of iterations compared against classification accuracy. 

Number of iterations Accuracy 

NB kNN 

100 0.8252 0.7738 

200 0.8528 0.8338 

300 0.8922 0.8433 

400 0.92,212 0.8634 

500 0.9344 0.8894 

Table 9 

Performance analysis of classification accuracy using various feature selection tech- 

niques. 

Techniques Feature selection techniques 

BPSO SFLA iBPSO_SFLA 

NB 82.5 85.5 94.97 

kNN 85.05 87.07 92.12 

SVM 88.38 89.84 91.25 

 

 

 

 

 

 

 

 

 

 

 

 

A sample subset of features containing both ham and spam to classify the review into spam or not spam is shown in

Table 5 . 

After selecting the optimized feature subsets, the reviews are classified into spam and ham using the Naive Bayes and

kNN. Table 6 depicts the reviews classified as spam and ham. 

Different inertia weight was applied and LDIW was combined with the convergence factor λ in iBPSO as shown in

Table 7 . The results obtained show that the iBPSO achieves quick convergence and they have been compared with the

existing methods and classified using Naive Bayes, kNN and SVM. From the results obtained, it can be observed that the

iBPSO based feature selection has attained the optimized feature subset, which improves classification accuracy. 

For the purpose of comparisons, the results of Naive Bayes, kNN and SVM are included using hybrid approach. Feature

selection plays such a significant role in classifying the spam reviews. By using evolutionary algorithms, an optimized feature

subset was obtained, thus increases the classification accuracy. The accuracy values obtained for iterations 10 0, 20 0, 30 0,

40 0, and 50 0 are shown in Table 8 . In iBPSO, different inertia weights were used. The hybrid iBPSO and SFLA were applied

to select the optimized feature subset. It can be observed that Naive Bayes achieves better results than kNN. 

From the results, it can be said that the hybrid approach using Naive Bayes Classifier has the highest classification ac-

curacy at 94. 97%, when compared against kNN and SVM. The number of deceptive reviews detected using Naive Bayes

classifier was higher when compared to the number of deceptive reviews detected using the kNN and SVM classifiers, as

shown in Table 9 . 
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Table 10 

Comparison of evaluation metrics such as accuracy, precision, and recall for the 

three methods used. 

Techniques Measures 

Accuracy (%) Precision (%) Recall (%) 

Naive Bayes 94.97% 86.10% 78.50% 

kNN 83.56% 77.28% 75.45% 

SVM 74.26% 69.39% 64.78% 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A comparison of the values obtained for accuracy, precision, and recall values for the proposed hybrid approach using

Naive Bayes, kNN, and SVM are represented in Table 10 . From the results, it can be inferred that Naive Bayes produces the

highest and better classification accuracy than the other two methods. 

4. Conclusion 

Feature selection is critical to the performance improvement for a classification. Hence, it is important to discard the ir-

relevant and, noisy features from a given dataset that would decrease the classification accuracy. A number of methodologies

have been adopted to select the best feature subset., In this investigation, an hybrid approach was applied for selecting the

optimized feature subset. This hybrid methodology efficiently reduces the feature subset size due to randomization, which

in turn improves the accuracy of the classifier. Moreover, the results when compared against the existing feature selection

techniques, indicate that the proposed feature selection technique offers classification accuracy and is efficient. Furthermore,

the method classifies the reviews into spam and ham reviews efficiently. Thus, it can be concluded that the Naive Bayes

classifier shows better classification performance than the kNN and SVM classifiers. 
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