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A B S T R A C T   

Optical transport networks are evolving towards multi-granularity switching and software man-
agement but require that the architecture of the existing control plane be adapted to multi-service 
and network management requirements. So a dynamic weighting algorithm based on optical code 
resources and the matching degree between service request and channel is proposed for a multi- 
granularity optical switching system. In which, Software Defined Networking (SDN) controller 
collects network resource information in real time, dynamically changes the weight of each path 
and use it for path calculation, provides a more matched path on the premise of load balancing, 
and combines its channel matching weights for resource allocation. The simulation results show 
that the multi-granularity switching system with the proposed algorithm can reduce the gener-
ation of optical code fragments and improve resource utilization effectively. In the end of the 
paper, the optical code routing algorithms are simulated and implemented, and their perfor-
mances are compared and analyzed. The simulation results show that the blocking rate of the 
matching algorithm on the NSFNET network is reduced by an average of 4% compared with the 
traditional algorithm, and the resource utilization of the optical code is improved by 9%.   

1. Introduction 

With the development of 5G, the optical transport network is evolving towards SDN, and all network segments including het-
erogeneous optical fibers and wireless networks integrate together [1]. With the rapid growth of data traffic and the diversification of 
service types, optical switching networks are facing a series of challenges: The increase in data traffic makes optical networks expand 
the capacity, which will greatly increase the burden of switching nodes and the management cost of network equipment. For the 
purpose of improving the efficiency of node switching, multi-granularity Optical Cross-connect (OXC) is proposed [2], traditional 
optical switching networks usually switch at fiber granularity and wavelength granularity, but for small-grained services, wavelength 
granularity is too large to utilize the bandwidth resources fully. Therefore, the Optical Code Division Multiplexing (OCDM) technology 
is applied to the multi-granularity optical switching network [3], the switching granularity is defined to the optical code granularity 
and allocated flexibly, so that network resources can be fully utilized. 

Traditional multi-granularity networks usually use Generalized Multiprotocol Label Switching (GMPLS) as the basis of the 
switching system, however, since switching equipment cannot share node and link information, path calculation cannot be referenced 
based on global resource information and topological structure, and path calculation is prone to produce sub-optimal paths. The 
structure of the SDN and the OpenFlow protocol control plane meets the flexibility of data forwarding [4], and the multi-granularity 
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switching system based on SDN is very suitable for solving the above problems. SDN can decouple the control plane from the for-
warding plane to realize that the control plane is logically centralized, has a global view of the network [5], and thereby provides a 
more accurate path. In order to further improve the flexibility and effectiveness of multi-granularity networks, this paper proposes a 
dynamic weight algorithm based on optical code resources and the degree of matching between service request and channel, combined 
with corresponding path calculation algorithms to form the shortest path algorithm with dynamic weights, and then rely on SDN global 
information for path calculations and resource allocation to provide a more reliable path. 

The paper is organized as follows: In section 2, the SDN control system and Routing and Optical Code Assignment (ROCA) and the 
corresponding bundling algorithm are briefly introduced. In section 3, a dynamic weighting algorithm based on optical code resources 
and the matching degree between service request and channel is proposed. In section 4, algorithm simulation and analysis are carried 
out. Then the conclusions are drawn in section 5. 

2. Multi-granularity optical switching system based on SDN 

2.1. Network architecture based on SDN 

SDN is a new type of network architecture being led by the Open Networking Foundation (ONF). The classic SDN architecture is 
divided into application layer, control layer, and data layer. The application layer provides users with diversified services. The control 
layer is the most important part of the SDN architecture. The controller virtualizes network functions through an application program 
interface (API) [6]. The data layer is to collect, forward and process data [7]. 

In recent years, driven by economic demands and network innovation facilities, transportation SDN (T-SDN) has been gradually 
applied [8]. T-SDN expands the interface, protocol and control plane of the optical transmission network, and enables more flexible 
optical network hardware management. Reference [9] have proposed an autonomic SDN-based architecture, which can make better 
network performance metrics dynamically. 

After SDN is applied to the four-layer multi-granularity optical switching network, the data plane is decoupled from the control 
plane [10], and path calculation and resource allocation will be controlled by the SDN controller [10], the node focuses on data 

Figure 1. Routing and optical code distribution and corresponding bundling algorithm flowchart.  
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forwarding, which greatly reduces the pressure on the node. The controller is the most important part of SDN, reference [11] have 
revealed a new taxonomy of cutting-edge studies about solutions of controller placement problem (CPP) optimization in the SDN from 
different dimensions. 

2.2. Main process of ROCA and corresponding bundling algorithm 

The SDN controller collects global resource information and path topology in real time, optical code resources can be flexibly 
allocated to provide higher-quality paths. Fig. 1 shows the steps of ROCA and bundling algorithm. In the four-layer multi-granularity 
optical switching network, there are four granularities including fiber granularity, waveband granularity, wavelength granularity, and 
optical code granularity. In which the wavelengths of paths with the same destination are bundled into wavebands, and optical codes 
are bundled into code groups, reducing the number of switching ports in the network and improving resource utilization. The main 
steps are as follows:  

1) When there is a service request, PCE (Path Computation Element) searches for a path to meet the transmission requirements in the 
optical network.  

2) Check whether there is a public path that can be bundled, and if not, directly allocate resources.  
3) If there is a public path, further check whether it can be bundled into a waveband, and provide different resource allocation 

strategies according to different situations.  
4) Bundle the parts that can be bundled accordingly. 

The four-layer multi-granularity optical network is based on SDN centralized control, which can grasp the overall network information 
and reasonably allocate network resources [12], and can provide more suitable resource allocation strategies according to different 
classification conditions, considering resource utilization and link quality, and improve network transmission efficiency. With the 
network resource information collected by the SDN controller, it also provides more possibilities for path calculation of dynamic 
weights. 

3. Dynamic weighting algorithm based on optical code resources and the matching degree between service request and 
channel 

3.1. Routing and optical code algorithm analysis 

Although the waveband reduces the number of ports, it does not improve the wavelength utilization, and only a continuous and 
fixed number of wavelengths can be bundled in the waveband. The optical codes are bundled into a code group routing entity (CGRE), 
the number of bundled optical codes is not fixed and is not restricted by the continuity of the optical codes, and the optical codes can be 
added and dropped arbitrarily. The steps to establish CGRE are as follows:  

1) Statistic grouping of optical code service paths.  
2) The paths consistent with the destination node are counted in one group, and can be bundled to form CGRE, without requiring 

optical code continuity.  
3) For the remaining optical code paths, look for the path with the largest number of hops as the most candidate path, find the path on 

which the source node and the destination node are both along the candidate path, and sequentially add to the CGRE to fill the 
CGRE more fully.  

4) Establish CGRE virtual pipe.  
5) When the optical code path completes path access, after the destination node is dropped, repeat the above operations for the 

remaining services, and reroute this CGRE. 

In a multi-granularity optical switching network with CGRE, ROCA aims to allocate paths and resources for each optical path [13]. 
Due to the need to establish optical paths of different granularities, the difficulty of path calculation and resource allocation has also 
been further increased. 

Many scholars have carry out extensive research, reference [14] have studied routing and wavelength assignment in optical 
networks, and proposed an analysis model to compute network blocking performance. A.E.A. Farghal et al. proposed two multicode 
assignment methods, the proposed method has a simplified routing and code assignment process with a lower blocking probability 
[15]. The authors of [16] proposed two adaptive code allocation algorithms for the adaptive OCDMA-PON to reduce the transmission 
power and increase the transmission rate of optical code. According to Lyapunov drift theory, the authors of [17] proposed a general 
optimization problem of rate maximization scheduling, and adaptively assigned user codes to ensure network performance. 

According to different connection requests, ROCA problems are categorized as off-line and on-line RWA problems [18]. Dynamic 
ROCA can be adapted to complex network conditions, providing adaptive routing and resource allocation according to real-time 
network conditions, multi-granularity switching system based on SDN is also easier to implement dynamic ROCA. 
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3.2. Analysis of dynamic weighting algorithm based on optical code resources and the matching degree between service request and channel 

After the multi-granularity switching system is refined to the optical code granularity, the transmission capacity must be expanded. 
The problem that must be considered is how to make full use of optical code resources. When service requests continue to increase, 
many optical code fragments will be generated due to unsuitable path selection, and optical code resources are wasted. Therefore, the 
degree of service and channel matching is considered as one of the considerations of the dynamic weight function, choosing a channel 
that is more compatible with the current service, and then using the matching weight as the basis for allocating resources, can reduce 
the generation of optical code fragments to a large extent. Theoretically, the best matched channel is to occupy all the remaining 
optical code resources on a wavelength without generating idle optical code fragments. 

The use of resource utilization as a reference for link weight is one of the common dynamic weighting algorithms. The weight of the 
link increases with the increase of resource utilization. When selecting a path, the link with sufficient resources will be selected first. 
The service request is evenly distributed to all links. Combine link resources and matching degree to comprehensively consider link 
load balance and select more matching channels to improve resource utilization while reducing optical code fragmentation during path 
selection, so as to minimize the need for multiple wavelengths for services, reduce the complexity of the transmission process. The 
following examples illustrate the algorithm: 

For example, if the current service request needs to occupy 3 optical codes, assume that each path contains three wavelengths 
λ1 ∼ λ3, OC0~OC5 are five optical codes on each wavelength. As shown in Fig. 2(a) and (b), if there are path A and path B for the 
current path calculation, the remaining resource rates of the optical code on the two paths are the same, but the occupation of optical 
code resources is different. When optical-code is assigned according to the Fist-Fit algorithm, resource allocation according to the 
arranged order. Fig. 2(c) shows that the number of remaining optical codes on path A are 4, 2, and 5 respectively, OC1~OC3 optical 
codes of λ1 are assigned to transmission, then an optical code fragment will be generated, and there are not enough resources to 
transmit in λ2. And Fig. 2(d) shows that The number of remaining optical codes on path B are 3, 3, and 5 respectively, no matter 
whether λ1 or λ2 is selected for transmission, the resources can be fully utilized. At this time, if calculated according to the channel 
matching weight, path B will be directly selected for transmission without generating optical code fragments. 

Since the dynamic weight of the matching degree is added in the path selection, the generation of optical code fragments is reduced, 
and a more matching path is selected. Use software to simulate the path selection, the link optical code resource is randomly generated 
between 1 and 10, in 1000 alternative paths, the path matching algorithm calculates the weight according to the matching degree to 
select the final path, and the resource matching weight can also be used as a reference when allocating resources. As a comparative 
scheme, the link resource amount is used as the path weight calculation, and after randomly generating 2000 service requests with no 
more than 10 required optical codes, the number of optical code fragments is counted. The comparison results of the two algorithms 
are shown in Fig. 3. 

3.3. Implementation of dynamic weighting algorithm based on optical code resources and the matching degree between service request and 
channel 

This dynamic weighting algorithm is considered in two parts: 
The first part is the load degree weight, which is expressed by W1 = 1

Pfree+K D, where Pfree is the optical code idle rate, its value is the 
ratio of the number of free optical codes in the link to the total number of optical codes. The more the remaining optical code resources, 
the greater the optical code idle rate Pfree, and the smaller the weight of the path. K > 0 is the adjustment coefficient, the smaller the K, 
the larger the range of W1, and D is the initial weight; 

The second part is the weight of the matching degree between the service request and the channel. The function formula is W2 =
S+K2
W1

D, K2 is the adjustment coefficient, and “S” is the matching degree between the service request and each channel. The process of 
calculating the “S” value is as follows: 

Figure 2. Example of optical code allocation: (a) Initial wavelength setting of path A. (b) Initial wavelength setting of path B. (c) Path A after service 
request. (d) Path B after service request. 
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1) First, calculate the difference between the remaining optical codes and the optical codes required by the current service in all links. 
When the difference is zero, it means that the remaining optical codes on this wavelength just meet the needs of the service request. 
The more the difference is, the less the match is, the greater the value of “S”.  

2) Then, set the value of the difference less than zero to the maximum value. The difference less than zero means that the wavelength 
cannot provide the required optical code, so it is given the maximum weight.  

3) Finally, normalize the weight of the matching degree to keep it at the same order of magnitude as the weight of the previous part. 

Divide S + K2 by W1 in the second part, dynamic adjustment based on real-time resource conditions. When the overall resource is 
sufficient, the channel matching weight is more considered, and when the overall resource is insufficient, the weight of the resource 
situation is more considered. The aim is to find a wavelength load that is most suitable for the business service as much as possible, and 
to reduce the transmission complexity. 

In addition, the two coefficients K and K2 can be adjusted according to the actual network conditions, directly control the pro-
portion of the two parts of the weight, in a resource-sensitive network, focus more on the overall resource situation, or more on the full 
use of resources, to achieve flexible adjustments. 

In summary, the dynamic weight calculation formula is: 

W=W1 + W2 =

(
1

Pfree + K
+

S + K2

W1

)

D (1) 

Simplified: 

W=
1

Pfree + K
D + (S+K2)(Pfree +K) (2)  

4. Algorithm simulation and analysis 

4.1. Simulation environment 

The following is a simulation verification of the algorithm in this paper, using Matlab simulation software to build the NSFNET 
network topology as shown in Fig. 4, which has 14 nodes and 21 links. There are 50 wavelengths on each link, and 10 optical codes on 
each wavelength. 1000 service requests are randomly generated, and the destination node is also randomly generated. The number of 
optical codes required for service request shall not exceed 10. Calculate the weight value of each path according to Eq. (2), and select 
the path with the lowest weight value for transmission services. Since the path calculation time is much shorter than the service 
duration, for simplicity, this simulation does not consider the path calculation and resource allocation time. It is assumed that the 
service requests that have occurred during the entire simulation period continue to exist, that is, the allocated resources are not 
released before the simulation ends. 

In order to improve resource utilization as much as possible during resource allocation, the idea of service segmentation is 
introduced, which is similar to parallel transmission. The service is divided into different parts and transmitted separately, making full 
use of optical code resources. Service segmentation means that when the current single-wavelength optical code resources cannot meet 
the service transmission conditions, the service is divided into several parts and different wavelengths are selected for transmission. 

Figure 3. Number of optical code fragments.  
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This idea can make full use of optical code resources and reduce the generation of idle optical codes [19]. 

4.2. Simulation scheme and performance indicators 

The simulation scheme is divided into the following two schemes for comparison and verification:  

1) Traditional Dijkstra algorithm + First-Fit.  
2) Dynamic weight Dijkstra algorithm based on matching degree + resource allocation based on matching weight. 

The algorithm performance will be verified by Eq. (3) and Eq. (4):  

1) Blocking rate 

Pblock =
Nblock

Ntotal
(3)  

Nblock represents the number of blocked requests, Ntotal represents the total number of requests.  
2) Resource utilization 

Figure 5. Comparison of the blocking rate of the three schemes.  

Figure 4. Simulation network topology structure diagram.  
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Pused =

∑i
1Q(i)*Z(i)*L(i)

L*g
(4)   

“i” represents the “i-th” request, “Q(i) = 1” represents the request is successfully allocated resources, “Q(i) = 0” represents the request 
is blocked, “Z(i)” is the number of optical codes that the request needs to occupy, and “L(i)” is the number of segments of the path 
occupied by the request, “g” is the total number of optical codes on one path segment, and “L” is the number of all path segments. 

4.3. Performance analysis 

Through MATLAB software simulation, the dynamic weighting algorithm based on optical code resources and the matching degree 
between service request and channel algorithm is simulated and analyzed, the details are as follows: 

As shown in Fig. 5 and Fig. 6, compared with the traditional path algorithm, the dynamic ROCA algorithm based on link resources 
and matching degree weights, on the basis of the resource weighting algorithm of load balancing, a weight of the matching degree of 
service and channel is added, the service congestion rate is reduced, and routing and resource allocation through matching degree 
weights can greatly reduce the number of optical code fragments and improve resource utilization. The optical code resources on the 
wavelength are more fully occupied, so that it is more fully filled on the CGRE virtual pipe, which improves the efficiency of CGRE. 
When resources are sufficient, the gap between this algorithm and the traditional algorithm is small, but with the continuous increase 
of the number of services, the advantages of the matching weight algorithm gradually manifest. The algorithm based on the matching 
weight aims to reduce the optical code fragmentation from the beginning. More available continuous optical codes are reserved for 
follow-up services, which improves resource utilization in follow-up service requests. 

5. Conclusion 

In this paper, the SDN-based multi-granularity optical switching network system, introduces the optical code granularity into the 
multi-granularity system, and analyzes the ROCA algorithm of the optical code granularity. Relying on the SDN controller to collect the 
real-time resource status of the network, a dynamic ROCA algorithm is proposed based on optical code resources and channel matching 
degree to adaptively adjust the link weights to achieve a balanced network load while providing a more matching path. Due to the 
advantage that the new algorithm enables the multi-granularity system to allocate optical code resources based on the channel 
matching degree weights reasonably, it can greatly reduce idle optical codes. In addition, by changing the coefficient, the ratio of the 
weight of the two parts can be adjusted. When the resources are sufficient, pay more attention to the weight of the matching degree 
between the channel and the service request, so as to fully occupy the optical code resources as much as possible, the algorithm not 
only provides a more suitable path, but also helps to improve the efficiency of CGRE bundling. When resources are insufficient, it pays 
more attention to the weight of resources to ensure the successful transmission of services. The simulation analysis shows that this 
algorithm can make full use of network resources on the basis of paying attention to load balancing. However, this algorithm only 
considers the optical code granularity in the multi-granularity optical switching network. The resource allocation and grooming 

Figure 6. Comparison of resource utilization of three schemes.  
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strategies when other exchange granularities exist, and how to allocate and conversion of different granularities, still needs further 
research. And the optical code routing algorithm needs to calculate the weight of each wavelength channel when the service arrives. 
The high computational complexity may cause the service waiting time to become longer. Whether the calculation level of the 
controller can support the algorithm deployment still needs to be done in the future. These contents will be the focus of our future 
research. 
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