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Abstract—Over the years, several QRS complex detection
algorithms have been proposed with different features, but the
remaining problem is their implementation in low-cost portable
platforms for real-time applications, where hardware resources
are limited, still providing the accuracy level required for medical
applications. The proposed algorithm copes at the same time with
both requirements: 1) accuracy and 2) low resource consumption.
In this paper, a real-time QRS complex detector is proposed.
This algorithm is based on a differentiation at the pre-processing
stage combined with a dynamic threshold to detect R peaks.
The thresholding stage is based on a finite-state machine, which
modifies the threshold value according to the evolution of the
signal and the previously detected peak. It has been evaluated
on several databases, including the standard ones, thus resulting
sensitivities and positive predictivities better than 99.3%. In order
to analyze the computational complexity of the algorithm,
it has been compared with the well-known Pan and Tompkins’
algorithm. As a result, the proposed detector achieves a reduction
in processing time of almost 50% by using only the 25% of
hardware resources (memory, adders, and multipliers).

Index Terms—ECG signal, real-time QRS complex detection,
remote monitoring systems.

I. INTRODUCTION

RS COMPLEX is the most important waveform within
Qelectrocardiogram (ECG), serving as the basis for
the ™ diagnosis of different pathologies related to heart.
For example, the continuous observation of the heart
rate permits the detection of cardiac diseases such as
arrhythmias [1], making possible the implementation of an
alarm system, which can reduce considerably the mortality
by linking the monitoring device with a positioning system
as is proposed in [2]. In addition, the detection of the
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QRS complex leads to the calculation of the Heart Rate
Variability (HRV), and due to its relationship with several
physiological systems [3] (vasomotor, respiratory, central
nervous, thermoregulatory, etc.), it can be used as a diagnostic
tool or an information system about their performance. Thus,
it is possible to detect other diseases in a non-invasive way
through the real-time analysis of the HRV, as Bsoul et al.
proposed in [4], where apnoea episodes are detected by
analysing the respiration patterns. Another example of this
analysis of the ECG is the evaluation of the HRV to detect
epileptic seizures, described by Massé et al. [5].

All these applications have some similarities. Firstly,
they require a reliable QRS complex detector. Secondly,
the detector has to provide real-time information about the
heart rate. And finally, as they are using portable devices for
implementing the QRS complex detector together with all the
algorithms related to the application, they should be as much
efficient as possible from the point of view of computational
complexity and power consumption.

Due to its inherent importance, software QRS detection has
been a research topic for more than four decades. As a result
of this interest, plenty of algorithms have been published
that reflect the evolution of computer technology [6]. At the
beginning the computational load determined the complexity
and therefore the performance of algorithms, whereas
recent researches focus on the performance as computers
are becoming faster, more powerful and more reliable.
Nevertheless, with the appearance of the wearable technology,
where low-power battery-driven devices are required, this
trend is changing to the original idea of developing low
computational load algorithms [7], [8] as is stated in [9].

Thanks to the evolution of technologies, there are some new
alternatives to perform a real-time analysis of the ECG signal.
One of the latest is the use of cloud computing as is proposed
by Xia et al. in [10]. However, this proposal needs a permanent
internet connection to achieve truly real-time results. Another
possibility is the use of a host system to analyse the
ECG signal measured by a remote device, in order to avoid the
restrictions derived from its limited availability of resources.
In this case, a new problem arises related to the communication
issues, as the ECG signal has to be sent continuously to the
analysis unit. So, to avoid communication problems, it is
necessary to compress, transmit and reconstruct all the
data [11]. Another approach is the design of an ad hoc
ECG monitoring and analysis device, as the one proposed
by Chou et al. in [12]. In this work, the authors carried out
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Fig. 1. Typical structure of a QRS complex detection algorithm.

a SoC solution based on UMC 90 nm CMOS technology.
The system acquires the ECG, detects the R peaks and
analyses the HRV signal, reducing the power consumption,
the design cost and the final size.

In this work, we propose a novel real-time QRS complex
detection algorithm based on a differentiation at the
pre-processing stage combined with a dynamic threshold
to detect the R peaks. Due to its low computational cost
it is very suitable for being implemented in devices with
very-reduced computational resources, where a high accuracy
is required. The paper is organized as follows: Section 2
describes the most commonly used methods to perform QRS
complex detection; Section 3 summarizes the features of the
databases (standard and no-standard) used to train and test the
proposed algorithm; Section 4 describes the novel proposed
algorithm; some experimental results are shown in Section 5;
and, finally, some conclusions are discussed in Section 6.

II. QRS COMPLEX DETECTION STRUCTURE

The main challenge facing any QRS detector is to perform
accurate heartbeat detection even with the presence of noises
and artefacts. Trying to reach this objective, the detection
algorithms are generally based on two main blocks (Fig. 1):
a pre-processing stage, which attempts to reduce or remove
most part of the noise; and the detection stage, in which
the R peaks of the ECG signal are detected. Most of the
R peak detection algorithms could be classified depending on
the techniques that the authors propose for implementing each
block. The most common pre-processing techniques are:

« Wavelet Transform (WT): Dyadic [13],
Discrete (DWT) [14], Quadratic Spline (QSWT) [15],
Continuous (CWT) [16]. This transform is often used
together with a filtering stage in order to reduce high
and/or low frequency noises.

« Differentiation, integration, squaring, etc. of the ECG
signal: These techniques are based on the well-known
Pan and Tompkins algorithm [17]. As they are the
simplest techniques, they require a more complex detec-
tion technique to avoid the presence of the non-removed
artefacts and the use of a less noisy acquisition platform.
Some examples can be found in [18]-[20].

o Hilbert Transform: It provides a zero-crossing every
time there is an inflexion in the raw signal. However, the
features of several artefacts that are commonly present
in the ECG signal could be mistaken as R peaks. For
this reason, it is normally used together with another
pre-processing stage which can be composed by a
cascade of differentiations, integrations, etc., [21]; or
they can be applied after [22] or before [23] a WT.

o Empirical Mode Decomposition (EMD) [24]: EMD
decomposes the signal into a sum of oscillatory
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functions (Intrinsic Mode Functions, IMFs), then the
IMFs, which do not contain information about the
ECG signal are removed and the ECG is reconstructed
with the non-removed IMFs. Some authors combine this
technique with WT [25] in order to improve the detection
performance, as well as with a Hilbert Transform
stage [26].

With regard to the detection stage, the most used techniques
are: analysis of the ECG morphology (slope analysis, zero-
crossing detections, etc.); search for the maxima; and single,
dual or even triple dynamic or adaptive thresholds to detect
the amplitude of the ECG signal and the time between
R peaks. According to the published works, taking into
account both stages, the most common combination is the
use of the wavelet decomposition with a single dynamic
threshold or with dual dynamic threshold [27] to detect the
R peaks. There are some online QRS detectors that only
use one dynamic threshold [28], [29], obtaining an accurate
detection. Their results can be improved if the Pan-Tompkins’
search-back technique is included, as in [30].

I1l. BENCHMARK ECG DATABASES

Several standard ECG databases are available to evaluate
QRS complex detection algorithms. The use of these well-
annotated and validated databases provides reproducible and
comparable results in terms of accuracy. These databases
contain a large variety of selected ECG signals that allow
the testing of the algorithms under different conditions, from
records with clear R peaks and few artefacts to others with
abnormal shapes, noise and lots of artefacts that make an
accurate detection difficult. These databases are introduced
now in this manuscript since they are necessary for tuning
some parameters of the proposed algorithm.

In order to compare the performance of the proposed
algorithm with previous works, it will be tested by
using the data provided by MIT-BIH Arrhythmia
Database (MITDB) [31]. This database contains 48 ECG
recordings, each with a duration of 30 minutes, at a sampling
rate Fs of 360Hz. This set represents different types of
phenomena that arrhythmia can provoke in ECG signals. The
MIT-BIH Normal Sinus Rhythm Database (NSRDB) will be
used as well. This database is composed of 130-minutes long
ECG signals from 18 healthy adults (aged from 20 to 50), at a
sampling frequency of 128Hz. Furthermore, the authors have
obtained another database (Allergy Database, ADB) from the
Pediatrics Section of Cork University Hospital (Cork, Ireland).
It is composed of 24 ECG signals with different lengths (from
13 minutes to more than 130 minutes), sampled at 256Hz.
All the subjects in this database are children (from 7 months
to 10 years old), and most of these ECG signals are affected
by several motion artefacts. In addition, three more databases
have been obtained through the Physiobank web site [32]:
ApneaECG, Fantasia and Challenge 2014 databases.

There are several reasons to use so many databases: firstly,
if the algorithm is successfully checked with as much data
as possible, a higher level of robustness can be concluded;
secondly, the acquisition conditions are different for each
database, so it allows the analysis of the dependency between
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these conditions and the algorithm parameters; and finally,
most authors validate their algorithms with the MIT-BIH
Arrhythmia Database, so it is needed to use this standard
database for comparing the results with previous works.

IV. REAL-TIME QRS COMPLEX DETECTION ALGORITHM

As explained before, the algorithm designed here should
serve as a basis for applications that require real-time
information about the R peak positions, as well as the imple-
mentation on platforms with reduced resource availability. For
this reason, every stage in the algorithm has been designed
trying to minimize the requirements used by our algorithm.
It is important to keep in mind that this kind of algorithms is
often oriented to mobile and portable applications, where the
resource needs, as well as the associated power consumption,
become a significant issue involved in the design of any future
real-time implementation. In this way we manage to reduce
the power consumed by the devices on which this algorithm
will be implemented in the future. Fig. 2 shows the block
diagram of the proposed R-peak detection algorithm. As has
been previously mentioned, it is composed of two main
blocks: the pre-processing stage and the thresholding one.

For a better understanding of the proposed algorithm, the
results from every stage will be represented by using the
ECG record for the subject 108m in the MIT-BIH Arrhythmia
Database (see top graph in Fig. 6).

A. Pre-Processing Sage

Fig. 3 shows the block diagram of the pre-processing
stage. In order to reduce low-frequency noise, the first step
of the pre-processing stage is the derivation of the input ECG
signal x[n] according to (1). This process mainly reduces the
wandering baseline effect. Then, an integration operation is
carried out to remove the high-frequency artefacts from the
signal yg[n], following (2). As it shows later, the value of N is
very small, so this stage is acting as a low pass filter (Moving
Average). The width N of the integration window varies
depending on the sampling frequency Fs. Finally, in order to
emphasize the R peaks, every sample yi[n] is squared (3).
The signals obtained from these processes are shown in Fig 6.

yo[n] = x[n] — x[n — Ng] )
1 N-1

yi[n] = mgyo[n—k] )

y[n] = (y1[n])? ®3)
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Fig. 4. Block diagram of the proposed FSM.

B. Threshold Stage

For this stage, it is very common to use an adaptive
threshold, as most of the recently published real-time QRS
detection algorithms. This adaptation capability of the
threshold is essential when the pre-processing stage cannot
remove all the artefacts and mainly in those signals with
large T waves (to know more about the different ECG
waves, peaks and intervals, see [33]), since they could be
misclassified as R peaks. In this proposal, the threshold
value is controlled by a finite state machine (FSM, Fig. 4),
according to the following 3 states:

o Sate 1 (Looking for a Maximum Peak): During a time
interval equal to the minimum feasible RR interval RRyin
plus the standard duration of a QRS complex QRS
(typically 60ms), the algorithm searches for the maximum
peak of the signal. This maximum will be classified as
an R peak. The machine changes to the following state
when the interval RRyin+QRSpt ends. In this case, the
value RRpin is the RR interval corresponding to a heart
rate of 300bpm (beats per minute), so RRyin = 200ms
(it is considered that nobody can have a heart rate higher
than 300bpm). At the end of this state the threshold
amplitude is the mean RpeakAmp of the amplitudes of
all the R peaks found.

o State 2 (Waiting Sate): The duration of this state depends
on the position RpeakPos where the R peak was found
in State 1. The FSM is waiting for a time equal to RRmin
less the time between the position of the last R peak and
the end of State 1. Through it, false detections can be
avoided during the interval RRmin after the last peak was
detected, as this is the period when a long T wave could
be misclassified as R peak.

o State 3 (Threshold Decreasing): When State 2 finishes,
the initial value of the threshold ty[n] is computed as
the mean value RpeakAmp of all the previous detected
R peaks. In this state, the threshold value ty[n] is reduced
with every new sample from the input ECG signal x[n],
according to (4). The value of the parameter Prp, varies
depending on the sampling frequency Fs as is explained
below. This state ends when the level of the ECG signal
x[n] is higher than the threshold value ty[n].

th[n] =th[n—1]- efi%h 4)

Figure 5. depicts the correspondence between these states
and the phase of the ECG signal.



GUTIERREZ-RIVAS et al.: NOVEL REAL-TIME LOW-COMPLEXITY QRS COMPLEX DETECTOR

RR,,;, + ORS,, J
RR in = d RRmin -
«ole—> d /
/G D RRmm + QRSim

Fig. 5. Correspondence between the FSM states and the ECG phases.

Subject 108m ECG signal (F =360 Hz)

sl Jh .Mhu. /.LJL "

Preprocessing results for signals x[n], yo[n], y1[n] and y[n].

EM.M&M ﬂﬂh ﬂ)ﬂ MJM AAJL JJA )y

n (samples)

Fig. 6.

C. Parameter Sdlection

The proposed QRS complex detection algorithm is based on
three parameters: the derivative parameter Ng; the length N
of the integration window; and the factor Prp with which the
threshold value ty[n] is decreased. To fix these parameters
and to evaluate the performance of the designed algorithm,
a sensitivity Se (5) and positive predictivity +P (6) test has
been carried out for different configuration parameters:

TP )
~ TP+FN

4P (6)
~ TP+FP

Where TP (True Positive) is the total number of detected
R peaks; FN (False Negative) is the total number of non-
detected R peaks; and FP (False Positive) is the total number
of artefacts or noise classified as R peaks.

After several tests performed over all the databases, it
was observed that the parameters had to be different as the
sampling frequency Fs changed, in order to achieve higher
Se and +P. Therefore, the most suitable configuration for
parameters N, Ng and Prp, has been searched using 10 integer
values for N (1 to 10), 10 integer values for Ng (1 to 10),
and 21 values for Prp (4.5 to 6.5 in steps of 0.1). Signals
from NSRDB (Fs=128Hz) and ADB (Fs=256Hz) databases
were selected as searching dataset. Then, the performance was
compared by using the minimum value between Se and +P
for each combination of these three parameters in the best
achieved case. The combination with the best result for
the NSRDB was N=3, Ng=2, and Prn=5.4 (Fs=128Hz);
whereas in the case of ADB, it was N=6; Ng=5 and Pyh=6.1
(Fs=256Hz).
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Assuming that the parameters N, Ng and Pyn have a
linear dependency with Fs, these parameters can be defined
mathematically by (7), (8) and (9), respectively, by applying
a linear interpolation with the sampling frequency Fs:

3-Fs
N = round( 128 ) @)
3-Fs
Nd_round(lzg)— =N-1 (8)
0.7-Fs
Prh = 128 + 4.7 9)

According to the equations (7)-(9), the parameters for
MITDB (Fs=360Hz) are obtained: N=8, Ng=7 and
Prrh=6.6. Fig. 7 shows the estimated optimal values for the
parameters N, Ng, and Prp, in relation with the sampling
frequency Fs, for values higher than 128Hz and 256Hz
considered in NSRDB and ADB, respectively.

Furthermore, it can be also concluded from the results how
the definition of N implies a fixed time of 3/128 seconds
(23.4ms), which is approximately the mean time for the
R peak slope (Fig. 8), computed for the MITDB, NSRDB
and ADB (24.07ms).

V. RESULTS

As was previously stated, the proposed algorithm is
characterized for requiring a reduced amount of hardware
resources for its implementation, keeping at the same time
a similar accuracy level as the most accurate algorithms
currently published. Nevertheless, it is not possible to carry
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TABLE |
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SUMMARY OF THE OBTAINED RESULTS BY THE PROPOSED ALGORITHM WITH THE CONSIDERED DATABASES

Database Total peaks TP FN FP Se (%) +P (%) mean (Se, +P) min (Se, +P)

MITDB 109949 109447 502 289 99.543 99.737 99.640 99.543

NSRDB 192389 192325 64 17 99.967 99.991 99.979 99.967

ADB 197009 195929 1080 1338 99.452 99.322 99.387 99.322

ApneaECG 703750 703053 697 1617 99.901 99.771 99.836 99.771

Fantasia 19445 79436 9 48 99.989 99.940 99.964 99.940

Challenge 2014 72309 72262 47 179 99.935 99.753 99.844 99.753

TABLE I
COMPARISON OF ACCURACY RESULTS FOR SOME PROPOSALS WITH THE MITDB DATABASE
Authors Proposed algorithm Results Database
Pre-processing stage Detection stage Se +P Min

Pal et al.[24] (2012) EMD Morphological analysis 99,88 99,96 99,88 21 signals of MITDB
Das et al.[25] (2013) EMD + Wavelet Dynamic threshold 99,81 99,96 99,81 17 signals of MITDB
Martinez et al.[35] (2004) Wavelet Set of thresholds 99.80 99.86 99.80 Full MITDB
Christov alg 11[20] (2004) Moving averaging filter 3 Dynamic thresholds 99,78 99,78 99,78 Full MITDB
Ghaffari et al. [16], (2008) Wavelet Dynamic threshold 99,91 99,72 99,72 Full MITDB
Zidelmal et al.[30] (2012) Wavelet Dynamic threshold 99,64 99,82 99,64 Full MITDB
Adnane et al.[19] (2009) Differentiation 3 dynamic thresholds 99,77 99,64 99,64 Full MITDB
Phyu et al.[13] (2009) Wavelet Dynamic threshold 99,63 99,89 99,63 Full MITDB
Nielsen et al.[29] (2012) Wavelet Dynamic threshold 99,63 99,63 99,63 Full MITDB
Zheng et al.[36] (2008) Wavelet Dynamic threshold 99,68 99,59 99,59 Full MITDB
Pan & Tomp.[17] (1985) Differentiation 2 dynamic thresholds 99,56 99,76 99,56 Full MITDB
Proposed Differentiation Dynamic threshold 99,54 99,74 99,54 Full MITDB
Chen et al.[14] (2006) Wavelet Dynamic threshold 99,55 99,49 99,49 45 signals of MITDB
Ieong et al.[28] (2012) Wavelet Dynamic threshold 99,31 99,70 99,31 Full MITDB
Moraes et al.[18] (2002) Differentiation 2 dynamic thresholds 99,22 99,73 99,22 Full MITDB
Laila et al.[27] (2012) Wavelet + Hilbert Dynamic threshold 96,30 97,83 96,3 Full MITDB

out a detailed comparison about the implementation or the
processing time for the different approaches, since most of the
previous algorithms are implemented in software. In [6] some
algorithms are compared with respect to the computational
load, being classified into three categories: low, medium and
high computational load. So, for the sake of a hardware and
complexity evaluation of the proposed algorithm, we have
simulated the well-known Pan & Tompkins algorithm on
MATLAB and have tested it with the available data. The
simulation has been designed following the same steps as if
it was working in real-time, i.e. by using the same sequential
processes and operations as if it was running on a portable
device.

A. Accuracy Evaluation and Comparison

The use of any QRS complex detector algorithm in medical
devices requires a rigorous evaluation of its performance.
According to [34], the algorithm should be evaluated by using
the sensitivity Se and the positive predictivity +P, already
described. Furthermore, in order to achieve comparable results,

the evaluation should be carried out on a standard database.
In this way, Table | summarizes the results obtained by
evaluating the proposed algorithm over the databases described
in Section 3. The worst performance is obtained with the
Allergy Database, since the ECG signals are corrupted with
lots of movement artefacts. Even with this drawback, the
averaged sensitivity Se is 99.42% and the averaged positive
predictivity +P is 99.29%.

Table Il shows a comparison among the results obtained
by some works previously described. This table is sorted
by the minimum value between sensitivity Se and positive
predictivity +P, which is the most common way to compare
QRS complex detection algorithms. As can be observed, the
accuracy of the proposed algorithm is in the range of the other
previous works.

B. Computational Complexity

In order to provide a comparison of the computational
complexity of the proposed algorithm, we have also
implemented the Pan&Tompkins’ algorithm (P&T), likely
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TABLE 11
PERFORMANCE AND RESOURCE CONSUMPTION FOR THE PAN AND TOMPKINS ALGORITHM AND THE PROPOSED ONE
Total resources Performance
Algorithm Se (%) +P (%)
Memory cells Multiplications Sums Comp./s Mult./s Adds/s Ops/s
P&T (published) 99.7477 99.5393 - - - -

P&T (implemented by the authors) | 99.6564 99.3902 123 18 41 1416 1201 2817 5434
Proposed | 99.5434 99.7366 28 6 5 2163 1107 1205 4475

the most referenced QRS complex detector. For that purpose,
we have used the half-hour recordings from the MITDB
database and both algorithms have been programmed by using
MATLAB to analyze the resources that could be required
in the implementation. They have been modeled as they
were working in real time (i.e. signals were processed
sample by sample, with no use of global buffers assuming
the availability of the whole signals), and floating-point
representation has been used. The intention has been to test
both approaches under the same conditions and constraints.
P&T’s algorithm has been modeled according to the details
given by Pan and Tompkins in [17]. Nevertheless, whereas the
pre-processing stage is well detailed, some of the detection
stage details are not given (e.g. the initial value of thresholds,
their definition of “peak”, etc.) and we have made some
assumptions, resulting in some differences regarding the
obtained results, as is explained next.

The resources required by each algorithm have been esti-
mated. In the case of the proposed algorithm, the number of
memory cells depends on the sampling frequency Fs, so the
MITDB database is the worst considered case (the higher the
sampling rate Fs, the larger number memory units). Table 11l
shows the results about the performance for both algorithms
and the resources required for the implementation. Notice the
slightly difference between the P&T published results and the
performance we have obtained.

Another complexity parameter is the number of operations
per second. For that, it is necessary to take into account that
P&T’s algorithm works at a fixed sampling rate Fs=200Hz
(i.e. the MITDB signals were digitized at 360Hz, but they
need to be re-sampled at 200Hz for P&T), whereas the
proposed one does at Fs=360Hz; working at Fs=200Hz,
the proposed algorithm requires almost half of the operations
needed at 360Hz. This implies that the proposed algorithm
processes more samples per second for the same input signal
than the first one. All the comparisons, multiplications and
additions have been considered for the 30-minutes long signal
from each one of the 48 subjects in the MITDB. Table Il
shows the results from this analysis: the new algorithm carries
out more comparisons than P&T’s one, whereas it performs
less multiplications and additions.

Whereas the accuracy achieved by both algorithms is quite
similar (note the slight difference between the P&T results
and the ones obtained here), the computational complexity
of the proposed algorithm is lower (less memory cells, less
multiplications and less additions), what also implies that the
working frequency of the hardware platform can be reduced
and so the power consumption. Furthermore, Figures 9-12
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Fig. 9.  Pan & Tompkins. QRS complex detection for record no. 100
(Se=100%; +P=100%; Fs=200Hz).
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Fig. 10. Proposed algorithm. QRS complex detection for record no. 100
(Se=100%; +P=100%; Fs=360 Hz).

show the detection results for two different ECG segments.
The signals are taken from records no. 100 and no. 108 of the
MITDB, commonly used for showing the difference between
a clear ECG signal (record no. 100) and a very difficult one
(record no. 108). These results show again a better detection
by the proposed algorithm, especially with noisy recordings.
On the other hand, P&T’s algorithm integrates the samples to
obtain the final trapezoid in which the R peaks are detected.
In the cases in which the number of noise peaks is high
this integration fuses all of them, so, the resulting signal gets
trapezoids produced by noise peaks which are misclassified as
R peaks. In other cases, if the QRS complex is too wide (as in
the case of the 108m subject, see Fig. 11) the pre-processing
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Fig. 12. Proposed algorithm. QRS complex detection for record no. 108
(S2=98.411%; +P=95.96%; Fs=360Hz).
TABLE IV

PERFORMANCE AND RESOURCE CONSUMPTION FOR THE PAN AND
TOMPKINS” ALGORITHM AND THE PROPOSED ONE

Pan & Tompkins Proposed
Database

Se (%) +P (%) | Se (%) +P (%)
NSRDB 99.9636 = 99.9844 | 99.9667  99.9912
ADB 97.1289  98.9371 | 99.4518 99.3217
Fantasia 99.9937  99.6022 | 99.9887 @ 99.9396
Challenge | 99.9528 99.7769 | 99.9350  99.7529
ApneaDB | 99.9382  99.6786 | 99.9010 = 99.7705

stage generates two trapezoids for each QRS complex. This
implies one False Positive (FP) for each wide-QRS-complex.
Table 1V shows the differences between the results obtained
by using the P&T’s algorithm and the proposed one over all
the databases. Considering the min (Se, +P) as a metric for
comparing the performances for the best achieved case, the
proposal has always a better accuracy except for the Challenge
database.

V1. CONCLUSION

A very low-complexity QRS complex detector has been
proposed, suitable for wearable systems and for its use in
telemedicine or remote monitoring systems. Apart from its

IEEE SENSORS JOURNAL, VOL. 15, NO. 10, OCTOBER 2015

low complexity, it achieves sensitivities and specificities
about 99.4%, sufficient for most clinical applications. The
pre-processing block of the algorithm is mainly based on a
differentiation to reduce the low-frequency noises and on an
integration to smooth the ECG signal. The detection stage is
based on a dynamic threshold, whose value is controlled by
a finite state machine, depending on the sampling frequency
of the ECG signal.

The behavior of the algorithm has been tested in diverse
conditions, through the cases provided by several databases
with different pathological recordings, and different artefacts.
As one of the databases is considered to be standard, the
obtained performance can be easily compared with previous
proposals.

The computational time required by the proposed algorithm
to detect all the R peaks in the MITDB database has been
estimated and compared with the computational time required
by the well-known Pan & Tompkins’ algorithm in the
same conditions. This comparison shows that the proposed
algorithm reduces almost 50% the computational time,
and it provides better detection with extremely difficult
ECG recordings.
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