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Abstract

Wireless Sensor Networks (WSNs) with mobile sinks were pndegorovide ex-
tended network lifetime and better data delivery serviddss was achieved by
minimizing routing costs and avoiding development of anf+$pot zones in the
network. However, existing routing strategies in the &tare have limitations
to offer end-to-end data delivery delay and throughput ireguby the real-time
sensing and monitoring applications. In this paper, foifmxthe principle of wa-
ter vascular system of a Starfish, we have designed a roudicidbne consisting
of a centralring-canal and a number ofadial-canalsacross the network. The
radius of thering-canal and the number afadial-canalsare dynamically deter-
mined based on the transmission range of sensor nodes &ndf stz network.
The proposedtarfish routing backbonguarantees that each source sensor node
gets single-hop access to a backbone node, which in turlitdées to reduce
data delivery delay and increases fairness of energy cqoisamload distribu-
tion on network nodes. The results of the simulation expenits, carried out in
NS-2, prove the efficiency of the propos8tharfish routing backbon@ terms of
end-to-end data delivery delay, throughput and energywuopson compared to
state-of-the-art works.
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1. Introduction

In recent years, the augmentation of extraordinary comgund communi-
cation features in sensor motes has helped Wireless Seesapis (WSNS) to
expand continuouslfrom small scale applications [1] to large scale infradinte,
emergency medical response, military surveillance, atitical monitoring and
sensor-data cloud applications [2, 3, 4, 5, Bpwever, forming a routing back-
bone for a given network that facilitates timely and eneefficient data gathering
from source sensor motes to the sink is a great challengg.[if) s paper, we
develop a data routing backbone for a WSN that offers reducddeend packet
delivery delay and uniform energy consumption for extenaetsvork lifetime.

Routing strategies in the literature considerstgtic sinksuffer from network
partitioning problem due to creation of hot-spot zones tleasink [9, 10, 11, 12,
13, 14]. Some very recent works have demonstrated the iwHeess oimobile
sinkbased routing strategies in increasing both the data adglperformances and
network lifetime [15, 16, 17, 18, 19, 20, 21]. These workséhalso demonstrated
that sink mobility ensures data network connection undarsspand disconnected
sensor networks. However, the sink mobility invites thebtem of locating the
destination sink in real time and to establish source-siniting backbone so as
to achieve reduced end-to-end packet delivery delay andased data delivery
throughput.

Mobile sink based routing strategies in the literature @agdly be divided
in two groups:rendezvous-baseahdbackbone-basedn the first category, rail-
road [15], line [16] or hexagon [17, 22] like rendezvous og@ are constructed,
as shown in Fig. 1(a),(b),(c), respectively, where eaclleemous node collects
data from source sensor nodes, stores it and later forwarti® tsink node upon
request. However, the rendezvous regions in these pratsadiier from storing
data for long time, data persistence against node failetghility and hot-spot
problems due to flooding or broadcasting within the rendeg\area. In the sec-
ond category of works, a routing backbone is formed, wheoh saurce sensor
node acquires the updated sink position from the backbage (eg [18], fish-
bone [19]), as shown in Fig. 1(d),(e), and forwards data ¢osihk in multi-hop
fashion. However, these protocols are criticized by thaking in scalability and
higher data delivery delays.

In this paper, we introduc8tarfish routing a novel strategy for constructing
routing backbone, wheréng- andradial-canalsare constructed (analogous to the
water vascular system of a Starfish [23]) in such a way thatsanyce node can
access one of the backbone nodes in one hop.rifigecanal helps to alleviate
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Figure 1: Routing strategies for sensor networks with neogiihk

the hot-spot problems anddial-canalsfacilitate faster data delivery towards the
sink. A preliminary version of this work is published in [24yhich has now been
extensively enhanced by augmenting updaieg-canalconstruction model, the-
oretical analysis of the performances and exhaustive sionl studies. The key
contributions of the proposestarfish backbondevelopment strategy are summa-
rized as follows:

» We construct &tarfishlike routing backbone in the network so that any
source node can directly access one of the backbone nodesig the
end-to-end packet delivery delay.

* The construction ofing- andradial-canalsof the proposedbtarfish back-
bone frameworks mathematically modeled and thus it is scalable.

 Astatistical analysis for expected end-to-end packetelsl delay inStarfish
routing backbondnas been carried out considering both hop distance to the
sink and number of retransmission attempts.
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» The performances of the propos8tarfish routing backborneave been car-
ried out in Network Simulator version-2 (NS-2) [25] and sfgrant perfor-
mance improvements are observed for both event-driven anddic data
reporting applications.

The remainder of the paper is organized as follows. Sectmngains a study
on the state-of-the-art works and an explicit insight irtie proposedstarfish
routing backbones presented in Section 3. An analytical model usivigrkov
chainis developed to investigate the average end-to-end paehteery delay
of Starfish routingin Section 4. The Section 5 discusses on the performance
evaluation results and finally, we conclude the paper iniGeét

2. Related Works

In the literature, we have found a good number of routingesgiias for sensor
networks with mobile sink and those can largely be categdriato two groups:
rendezvous-basdd5, 16, 17] andackbone-basefd 8, 19].

Among therendezvous-basesmpproaches, in Railroad routing [15], a rectan-
gular region is constructed in the network, as shown in Hig), 1o store metadata
of the source node. When a source senses data, it storey laodlsends meta-
data to the railroad. While the sink requires data, it sendsieast query to the
railroad. Upon receiving this query, the railroad acquiesa from the source
and transmits to the sink through unicast path. This prdteafbers from higher
latency due to traveling longer path using unicast querydatd loss for node fail-
ure. To mitigate data loss problem from a source node in @ 5grtical strip of
nodes is created to store data in Line-based Data Dissaonnabtocol (LBDD)
[16], as shown in Fig. 1(b). The vertical region in [16] splthe network into
two equal portions. When a source senses data, it inmedsdelys data to the
inline nodes of the vertical region. Later, while the sinlegas data, the inline
nodes broadcast the query in the rendezvous region and ttesponding inline
node sends back the required data in reverse path. Howkigeprotocol suffers
from higher latency for boundary nodes in a large networkahse of having sin-
gle central zone. Besides, broadcasting in the central zecredses the network
lifetime significantly. One key difference between Railr¢a8] and LBDD [16]
protocols is that the queries issued by the sink in the Ralltcavel by unicast
transmission rather than broadcast. However, the expeetiaddelivery delay in
Railroad protocol is higher than that in LBDD [16] since the gg®travel longer
paths in Railroad [15].



These problems are further addressed in HexDD protocoltfil@hhance the
network performances by creating six rendezvous regiomsgaihree principal
diagonals in the network passing through the center ceshasn in Fig. 1(c).
These regions replicate and store data while sending dataddhe central inter-
section node over the closest principal diagonal lines. €fnave data, the sink
gueries over the rendezvous region. If requested dataseristny rendezvous
node, it sends data back to the sink through the reverse pétie sink’s query
forwarding. However, this protocol suffers from hotspobipem, especially in
the central zone, because all data and queries are traegrtittough the cen-
tral node. Besides, the fixed six rendezvous regions, irctispeof network size,
cause imbalance energy consumption on few rendezvous modes network.
Recently, some other variants of rendezvous based protf@&)I26, 27, 28] have
been proposed; but none of those can avoid hotspot problem.

In case ofbackbone-basedpproacha routing backbone is developed in the
networkto acquire the fresh sink position and to transmit data tdwigl8, 19,
29, 30, 31, 32, 33, 34]. In Ring routing [18], a closed loop ofl@®is constructed
that encapsulates a globally predetermined network ceageshown in Fig. 1(d).
As soon as the mobile sink changes its position, it advertigelated location
to the ring by forwarding packets towards the network ceatel thus the source
nodes can acquire sink’s fresh position from the ring. L adkersource nodes send
data directly to the sink in multihop fashion. Though thiating backbone offers
quicker localization of the sink, its scalability is questable for large networks.
Moreover, it has not explored appropriate ring-radius wwa$pect to network size
or communication range of sensors. Experimental resuti/ghat, if the ring
radius is too small, the sink localization time is greatlgraased for network bor-
der nodes. The same problem occurs for central nodes whegeariag-radius
is chosen. The backbone is effective not only for fasterlipaton of the sink
but also to provide energy-efficient data delivery to th&sin [19], the Fishbone
routing backbone is constructed using different levelsggfragators (e.g. master
and local aggregators), as shown in Fig. 1(e). The sourcesioansmit data over
the backbone in multihop forwarding. Though the above bankb provide bet-
ter communication infrastructures, the offered end-td-@ata delivery latency is
higher due to lack of choosing optimal ring-radius in [18fanulti-level aggre-
gation in [19].

Motivated by the above challenges of routing data packeta Bource nodes
to the mobile sink in WSNs, in this paper, we have develop&ifish routing
backboneaiming to offer reduced data delivery delay and enhanceslarktlife-
time. The nice performances are achieved by construdtnggcanalandradial-
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canalsin the network, analogous to the water vascular system o&diSt [23].
Thering-canalis constructed based on sensor’s transmission range aratliaé
canalsare formed depending on both network size and transmisaioger The
existence ofcentral ring-canalwith a number ofradial-canalsjointly helps to
distribute data routing loads to many nodes of the netwoukh% policy has mul-
tidimensional benefits including extended network lifegjrfaster data delivery to
the sink node, reduced operational overhead and finallyntreased throughput.
What we unfold in the next section is the operational detdilStarfish routing
backbone

3. Proposed Starfish Routing Backbone

The development of an efficient routing backbone for wirgk=nsor network
is not only important to reduce the end-to-end data deliay but also to
extend the network lifetime to great extent. The key phipdgoof designing
the proposedbtarfish routing backbonis to spread the backbone nodes over the
different regions of the network in such a way that a souraenman access at
least one of the backbone nodes directly. In this sectiom,cthnstruction and
operational details oStarfish routing backbonare presented followed by the
assumed network model.

3.1. Network model

We assume a wireless sensor network where homogeneous sedss are
randomly distributed in a rectangular network siza# 2b, as shown in Fig. 2(a),
whereaandb (a > b) are the half of the length and width of the rectangle, respec-
tively, and(u, V) is the center of the network. All sensor nodes are considased
stationary after deployment, while the sink is mobile,,itbe sink moves ran-
domly in the network and collects data from sensor nodes.h Baasor node
i has an initial energ¥g and has the same transmission rangé/Me also as-
sume that each sensor node knows its own coordinate peigt) using GPS or
any localization method [35, 36]. The source sensor nodegafol sensed data
packets to the mobile sink over the backbone nodes in mypltfashion. The
proposedstarfish routing backboneonsists of a centraing-canaland a number
of radial-canalsprolonged across the network. The nodes on the routing back-
bone are divided into three categoriesset ofanchor nodesit the network edge,
Zy={a,ay,...,a16}; a set ofradial-canal nodeszZ, = {by,bp,bs,...}; a set of
nodes on theing-canal Z; = {c1,Cy,...Cs}; andZ = {Z; U Z, U Z;} represents
the set of all nodes on tHgtarfish routing backbonas shown in Fig. 2(b),(c).
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In Starfish routing backbonéhering-canalis constructed based on the trans-
mission range of the sensor nodes and seveaealial-canalsare formed depend-
ing on both network size and transmission rang@uring construction o$tarfish
routing backbongthe backbone nodes are selected based on the node’senttial
ergyEyp, residual energ¥,es, and energy thresholg, for successful transmission
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Figure 2: Network model and construction of Starfish routiagkbone

of the nodes. The main responsibility of backbone nodes enmitly-canal and

radial-canalsis to collect data from the source sensor devices within [i-dred
forward those toward theobile sink nodeThe detail construction procedure of
the ring-canal andradial-canalsis presented in the following subsections. The

notations used in this paper are summarized in Table 1.



Table 1: List of notations
Symbols Description

2ax2b Area of the network

r Transmission range of a sensor node
Z Set of all backbone sensor nodes
Za Set of anchor nodes on network edge
Zy Set of radial-canal nodes
Z: Set of ring-canal nodes
R Radius of the ring-canal
Q Control variable for ring-canal radius
61,6, Incident angles of radial-canals on principal-axes
Eo Initial energy of a sensor node

Eres Residual energy of a sensor node
Ein Energy threshold for backbone nodes

3.2. Construction of ring-canal

A centralring-canalis a closed loop of nodes circularly located around the
center of the wireless sensor network, as shown in Fig. Z{lhe primary ob-
jective ofring-canalis to alleviate the hot-spot problem, specially in the nekwvo
center, due to the convergence of backbone nodes at cdritexring-canalsize
becomes extraordinarily large with respect to the netwad, she source nodes
inside thering-canal cannot access its backbone node directly. Meanwhile, if the
ring-canalsize is very small with respect to transmission range, itdases more
interference and collision during transmissions from maoges near to network
center. This happens due to existence and convergence efradial-canals
onto thering-canal of the Starfish routing backboneWe define the radius of a
ring-canalas follows,

R=o@xr, (1)

where, O< @ < 1, is a control variable that determines the amount of exparcs

the radius ofing-canalfrom the transmission range of a sensor. We have studied
the behavior of this control variable in Section 5. The ceofethe ring-canal

is fixed at the network centéu,v) and thus a set of node®; = {c;,Cp,...,Cs},
located at any(x,y) position (or at very nearby) encapsulate the network center
as shown in Fig. 2(b}o preserve its circular property as follows,

(Xx—u)2+(y—v)? =R (2)
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Now, in order to construct theng-canal of the proposedstarfish routing
backboneat first, the central controller determines the networkeg,v), ring-
canalradiusRusing Eq. 1 and sketch a reference circle using Eq. 2. Thealtamt
then picks a sensor node randomly on or somewhat insidesrefescircle as the
starting nodg(i.e., c1) of thering-canal as shown in Fig. 2(b)Later, the next
nodes are selectdile., ¢, to cg) every after the distance equal to transmission
ranger (or somewhat less thar lying on or inside the reference-circle main-
taining the property stated in Eq. 2 and minimum energy tiokes(Ey,), i.e.,
Eres > Ein, Where Eresis the residual energy of a sensor node.

This selection process ahg-canalbackbone nodes continues until the start-
ing node of theing-canalis reached. These backbone nodes onitigecanalin
Z: (i.e.,c1 to cg), form a complete loop of connected nodes, as shown in Fig. 2(b)
The shape of theing-canal doesn’t need to be a proper circle but it must be a
connected closed loop of nodes.

3.3. Construction of radial-canals

In Starfish routing backboné¢heradial-canalsare prolonged toward the edge
of the network from theing-canal The primary objective of constructingdial-
canalsis to spread the backbone nodes across the network so tlsatttee nodes
from all areas of the network can access at least one of thdbae nodes on
radial-canals If the backbone nodes are located far away from a partisolarce
node, it takes higher time to localize the mobile sink andoidekets have to travel
more hops to reach at the sink. In such a case, the probabibfi packet loss,
collision and transmission overheads also increase gnitly.

To construct theadial-canals at first,a set olanchor nodesZ; = {ay, az, . . . , a1},
is selected starting from the right-bottom half of the maagdnal keeping 2(or
somewhat less) distance interval along the periphery ohéteork, as shown in
Fig. 2(c),(d). When length of an edge is not exactly multigl€ig we measure
total distance along the perimeter equal td@ selecting the next anchor node.
Then, we draw reference lines from each oféinehor nodes ,jlocated atx;, y;j),
to the center of the network, as follows,

i—V
Yi X
Xj—U

y= , 1<) <|Zal 3)
Now, for each of the reference lines, we construcadial-canal backbone

by choosing nodef.e., b1, by, ...) every afterr (or somewhat less) distancas

shown in Fig. 2(c),(d). The central controller selects the backbone nodes on a



radial-canalmaintaining the property stated in Eq. 3 and minimum endrggsh-
old (Ei), i.e., Eres > Etn.  The selection process of backbone nodgs(i.e.,
bi1,bo,bs,...), onradial-canalsstarts from amanchor nodeand continues until
one of thering-canalnodesZ; (i.e., c; to Cg), is reached, as shown in Fig. 2(c).
Thus, thering-canal, anchorandradial-canalnodes altogether form a connected
Starfish routing backborfer the networkas shown in Fig. 2(d)All source sensor
nodes send their sensed data toward the sink node usingaitkbdne. Further-
more, this development facilitates 1-hop availability tieast one backbone node
from any source node within the network. What follows next,imestigate the
construction of an improve8tarfish routing backbonthat can further enhance
the network lifetime and decrease the end-to-end packizedgdelay.

3.4. Improved Starfish routing backbone

The main philosophy of the improved backbone structure &/tnd the con-
vergence of altadial-canalsonto the centraling canal Therefore, the construc-
tion procedure ofing-canal for the improved backbone remains the same as it
is described in subsection 3.2. Tradial-canalsin this improved structure are
parallel to the principal-diagonals of the network.

To construct theadial-canalsof the improved Starfish routing backbaonat
first, we draw the principal-axes and the principal-diageoéthe network pass-
ing through the network center. Now, for each of the refeeeme@s and diagonals,
we construct aadial-canal by choosing nodes every afteffor somewhat less)
distance from network edge upto one of the nodes on the ¢eimgacanal Now,
for the firstanchornode on the principal axes just outside thmgy-canal we con-
structradial-canalsparallel to both the principal diagonals toward the edgéef t
network, as shown in Fig. 3(a). Similarly, for the naxichornode located on the
principal axes at approximately 2listance from the previous one, we construct
the remainingadial-canals This procedure repeats for all other principal axes to
form the completémproved Starfish routing backboimethe network.

Lemma 1. "The Starfish routing backbone guarantees that every soseresor
node in the network gets single-hop access to at least oneamttee backbone,
given that the principal diagonals of the network don’t prodwertical angle
greater thanl2®° at network center”

Proof. Following the principle of constructin§tarfish routing backborgescribed
in Section 3.2 and 3.3, all nodes in the network get guardrgagle-hop access
to at least one of the backbone nodes since the fartheshdéstaetween two
anchor-nodesit the network edge is kept equal tq and thus it is trivially true.
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Figure 3: Improved Starfish routing backbone and a specsa ca

In the case oimproved Starfish routing backbariberadial-canalsstem out
from the backbone nodes on the principal-axes located eaftey 2 intervals.
The distance between two consecutive paraddial-canalsdepends on their an-
gles incident on the principal-axes. We prove here thahdfgrincipal-diagonals
of a network don’t produce vertical angles greater than®J&#0hetwork center
then all nodes will have access to at least one backbone nedeective of their
positions.

Suppose a sourakis located on bisection-perpendicular line drawn from the
middle point of two consecutive backbone nodandC on aradial-canal as
shown in Fig. 3(b). The nod& will be at the farthest position from any backbone
node when it is in the middle of the bisection-perpendiciifeg in between two
parallelradial-canals Therefore, proving that the nodeis guaranteed to get
access of at least one backbone node is enough and suffioiedition for the

above Lemma. In such a scenario, as depicted in Fig. 3(bjightangle triangle
AADC satisfies,

AC? = AD? +CD?. (4)

Since the distance between two consecutive backbone riddesiC on a
radial-canalisr, and the source nodemust offer guaranteed access totheial-
canal backbone nod€; puttingCD =r/2 andAC =r in Eq. 4, we obtain the
maximum allowable value oD = @ xr,i.e,DE=+3xr.

Now, let us calculate the value BfE and determine whether the above con-
dition satisfies or not. Note that the paraltatlial-canalsproduce the same in-
cident angle at the network center and subsequent pointeeondrresponding
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principal-axes. We assume a liBéE’ parallel toDE, then the right-angle trian-
glesA O'D'E’ andA O’D”E” support,

D'E'=DE =2r xsinf; and D"E” = 2r x sin,, (5)

respectively, where, for all values 6f, 6, < 60°, the value oDE (or D”E”) main-
tains the required conditioME < +/3x r. That is, the maximum allowable verti-
cal angle produced by principal-diagonals at network geg&d’ x 2=120". R

3.5. Updating the location of the mobile sink

The nodes on the proposé&dtarfish routing backbonstructure maintains an
up-to-date position of the mobile sink. Since the backb@neonstructed to be
accessed from any location with 1-hop distance within thigvoek, the mobile
sink can update its position instantly to tBéarfish routing backboneThe sink
periodically broadcasts its location and as soon as oneedbdickbone nodes of
Starfish routing backbongecomes aware of the change of sink location, it shares
further to inform the updated sink location to all other damhke nodes oveaing-
andradial-canals Since the backbone nodes are periodically updated with the
current sink location, it reduces the overhead of routinth gaeation and can
deliver sensed data immediately over the backbone nodes.

4. Analysis for End-to-End Delay in Starfish Routing

In this section, we carry out a probabilistic analysis foatifying end-to-
end packet delivery delay from source nodes to the mobillke tiroughring-
andradial-canal nodes on thétarfish routing backbondn the state-of-the-art-
works, theoretical models are developed for analyzingamgeend-to-end delay
where only hop-distance between source to the mobile sitdnisidered. But due
to intrinsic characteristic of wireless sensor networlkd-emend delay of a packet
greatly varies not only on the hop-distance but also on tmebau of retransmis-
sion(s) attempted at each hop. In this section, a Markov Cbesed theoretical
model for end-to-end delay of a packet is developed corisigidroth the above
parameters.

In the Markov model, shown in Fig. 4, the stdtes defined as an idle state,
where the node has no data to transmit. §etepresents a state of packet located
at h'"-hop distance from the sink ar#-transmission or retransmission attempt,
whereh € {1,2,...,H} andz€ {0,1,2,...,k}. Thatis, a packet is dropped at a
given hop if allk-number of retransmission attempts are failed. When thegtack
is successfully received by the sink, it is destined at Sate the model.

12



Figure 4: Markov chain model for multihop data delivery widtransmissions

Given that the packet generation rate,at each source node follows Poisson
distribution, the probability that one packet will arrivarethg a time duration is
expressed as,

a = (at) e . (6)

The success probability) of a transmission attempt is binomially distributed
and it is calculated as,

p=ma (1-a)™*'(1—e), (7)

where,mis the number of nodes willing to transmit in the neighbordhcande is
the probability that a packet contains one or more bit e@7s38].

Each state in Markov Chain model, as depicted in Fig. 4, baléagransition
probabilitiesp and altogether it produces state distribution ve¢sdas stated in
Eqg. 8-10.

!

po) (8)
Ps=s, 9)

s=[p pPAPh PG PN .. PYplpf . pf
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z s=1. (10)

The value of distribution vector can be found by solving E€gL®and for

H = 3 andz = 2, the state distribution vector at equilibrium is repréedras in
Eq. 11, wherey = [1+ (1—p) + (1 —p)?].

1
a
a(l—p)
a(l-p)?

! arl)y 11
= a J—

S 1+ay+apy?+ap?y+a(py)d ap?;)/((l—pf;)z (D)
a(py)?
a(py)*(1-p)
a(py)®(1—p)?
a(py)?

Therefore, we can calculate the expected number of trasgmisand retrans-
mission attempts for a packet at each hop as follows,

Z= izpf, (12)

Assuming thatr represents per packet delay due to medium access, trans-
mission, propagation, processing and queuing delay [38]can calculate the
expected amount of delay for a packet in one hop as follows,

T=12 (13)
Similarly, we find the expected end-to-end delay for a patketllingH hops
as,

T=HxT. (14)

The Fig. 5 presents comparative results of theoreticalyaisabnd simula-
tion experiments. The simulation experiments are perfdrméNS-2 for varying
speeds of the mobile sink. With the increasing speed of theilmeink in the
network, average end-to-end packet delay for both thealedind simulation re-
sults over routing-backbones decreases due to reduceabaeop-distance upto
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Figure 5: Comparative performance of theoretical analysissimulation results

3ms 1. However, longer delay requires when sink speed is highsezhiy ex-
tended tracing time for localization of mobile sink by theckiaone nodes. The
simulation results are congruent with the theoretical grpents.

5. Performance Evaluation

In this section, we have implemented the propolasic Starfishimproved
Starfish Ring and HexDD routing-backbone development approach@Si?
[25], a discrete event network simulator and compared fiaifiormances.

5.1. Simulation Environment

We have considered a WSN of 48B00m° area, where 500 nodes are de-
ployed randomly with uniform distribution. The transm@sirange ) of each
sensor is set at 99 the constant bit rate traffic model is used under UDP for
data transmission with a packet size of 512 bytes consigléraK b psof chan-
nel bandwidth and shadowing propagation loss model. Fomibigle sink in the
network, we have used the random way point mobility modelahaother sensor
nodes are kept at stationary mode. The simulation paras@tersummarized in
Table 2.

5.2. Performance Metrics

The efficiency of the proposed protocol has been demondtkateising the
standard performance metrics that are described as follows
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Table 2: Simulation parameters

Parameters Value

Area of the network 400 300n7

Type of node deployment Uniformly random
Number of nodes 500

Transmission range 20

Wireless Channel WirelessPhy/802.15.4
Data packet size 51Bytes

Bandwidth 51XKbps

Propagation model Shadowing loss model
Application type Event-driven

Sink mobility model Random way point
Initial energy of a sensor node J6

Tx power 0023V

Rx power 0018V

Idle power 003" mwW

Sleeping power @O3mwW

Simulation time 1 hour

Average throughpuis measured as the number of data bytes successfully
received by the sink per unit time. The higher value represseetter per-
formance.

Average end-to-end packet delivery delayhe average time difference be-
tween the packet reception time at the sink and packet gigmetane at
source. Lower value indicates improved performance.

Packet delivery ratids the ratio of the number of received packets at the sink
to the generated packets by the source nodes. The higher negltesents
better performance.

Standard deviationr{) of residual energyis the the average dispersion
among the residual energy levels on backbone n¢de¢snd can be cal-
culated as follows,

n= J E Z;(EreS(Z) — )2, (15)




where,Ees(2) is the nodez's residual energy and the mean residual energy
of all backbone nodes is indicated fpy It specifies the distribution of the
energy consumption among the backbone sensorsnMadue is expected

to be small cause it indicates better ability of Biarfish routing backbone
to balance energy consumption.

» Network lifetimes calculated from the deployment time of the network to
the time at which sink becomes unreachable from a part oféhgark.

» Operational overheads measured as the ratio of total control bytes ex-
changed during the whole simulation period to the total amai data
bytes delivered to the sink. A smaller value indicates beieformance.

5.3. Simulation Results

The simulation experiments are run 30 times with differamdom seed val-
ues for an OnOff application and taken the average for eatd mizint in the
graph. The events in the network happen randomly at diffgptaces and ran-
dom sources initiate flows, that remain unchanged over tinelation period.
The burst description of four events considered in the satman is tabulated in
Table 3.

Table 3: Event and burst descriptions
Event A Event B Event C Event D
Burst1l 30s-40s 90s-100s 130s-140s 375s-385s
Burst2 125s-135s 200s-210s 380s-390s 565s-575s
Burst3 425s-435s 660s-670s 740s-750s 760s-770s

5.3.1. Impacts of varying speeds of the mobile sink

We have evaluated the performances of the studied protémolsirying sink
speeds from st ~ 6ms™. In this experiment, the network size is fixed at
400x 300 ¥, transmission range of sensor nodes is set at &3d ring-canal
control variablegp = 1.0.

The results depict thaverage throughpusteadily increases with the sink
speed upto®is t in all the studied protocols, as shown in Fig. 6(a). But folleig
speeds of the sinlgverage throughputiecreases sharply due to faster changes of
routing path caused by sink mobility. The average througfgStarfish routing
backbonas better than those of Ring and HexDD strategies becausstef fdata
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Figure 6: Impacts of varying speeds of the mobile sink

communication offered by spreading backbone nodesadral-canals More-
over,improved Starfish routing backbodelivers higher throughput than its basic
one due to reduction of collisions and interferences meg-canal of the net-
work. Similarly, the propose8tarfish routing backbonghows the highepacket
delivery ratio (PDR)with increasing sink speed, as illustrated in Fig. 6(b), and
later thePDR decreases sharply with faster speeds of the sink. Thisnpeafice
proves the advantages of using mobile sink with moderatedspe a wireless
sensor network.

On the contrary, thaverage end-to-end packet delivery delaydecreased
for all the studied backbone strategies while the sink spsetound s 1,
as shown in Fig. 6(c). It happens due to the fact that the siokility signifi-
cantly reduces the average hop distance of the transmitacpdckets. However,
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the end-to-end delaygain increases with the increasing sink speed as the data
packets had to route more hops to reach at the sink. Alsoghighk mobility
causes stale sink location information, increasing thecetg time for localiza-

tion. We notice that th&tarfish routing backbonghows thdowest data delivery
delayas it doesn’t require any query for sink’s fresh location panng to ring
routing in [18]. Moreover, rather than three principalgbaals in HexDD [17],
moreradial-canalscan directly transmit data to the sink, that helps our predos
Starfish routing backbon® minimize theend-to-end packet delivery delay

Finally, for varying sink speed, thetandard deviation of residual energy
backbone nodes for the propossthrfish routing backbones the lowest com-
paring to other studied protocols, as shown in Fig. 6(d).sTiticaused due to
distributing routing loads to many backbone nodes. Thealien decreases in
all the studied protocols because sink mobility providedbglly less energy con-
sumption and thus it increases network lifetime for modesatk speed. But the
deviations start to increase when the sink speed exceads 3lue to excessive
energy consumption for propagating extra messages t@edtia mobile sink and
to transport data packets over longer hop paths.

From the above discussion, it is observed that neither \ew 13or very high
speed mobility of the sink is beneficial, rather a moderatedgmproves net-
work performances for all studied backbone strategies. é¥ewStarfish routing
backboneoutperforms over HexDD and Ring backbones due to fair digioh
of data traffic and energy consumption over backbone nodixéwthe network.

5.3.2. Impacts of varying size of networks

The sink speed is not the only parameter affecting the pedoces of WSN
routing backbones. The network size, in terms of networgtlend width, also
affects the scalability and efficiency 8tarfish routing backbongignificantly. It
happens due to the fact that the density of the network dididabd depends on
the network size. We have evaluated the performances ofttidged protocols
for varying size of networks from 200 1501 ~ 700 x 52577, while a fixed
number of 500 sensor nodes are deployed randomly. In thisrement, the sink
speed is fixed atrBs ™!, transmission range of sensor nodes is set at 80d
ring-canal control variablep = 1.0. The graphs of Fig. 7(a) illustrate that the
average throughpusteadily decreases in all the studied protocols. This hagppe
because a fixed number of sensor nodes are deployed in imyesase of net-
works, that trivially reduces the probability of event fiiotation by source nodes
in the network. In case dbtarfish routing backbonehe average throughpuis
higher compared to Ring and HexDD backbone-strategies bedie premier
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Figure 7: Impacts of varying size of networks

ensures guaranteed single-hop access to the backbone 1&aesirly, the pro-
posedStarfish routing backborghows the decreasim@gcket delivery ratio (PDR)
with increasing network size, as shown in Fig. 7(b). The aigfDRperformance
proves the suitability oStarfish routing backboner large networks.

On the other handyverage end-to-end packet delivery delsyncreased lin-
early for all the studied backbone strategies with incregasize of networks, as
shown in Fig. 7(c). This happens due to increasing averapgelistance between
source to the sink. Besides, itis noticed that$t@rfish routing backborrequires
the lowestend-to-end packet delivery delagmpared to other studied backbones
because of guaranteed single-hop access to the backboeg aod avoiding re-
tracing the mobile sink in the network. This proves the saiiity of Starfish rout-
ing backbondor real-time WSN applications. Similarly, tretandard deviation
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Figure 8: Effects on network lifetime and operational owarth

of residual energyor all studied backbones increases monotonically wittwgro
ing size of networks, as shown in Fig. 7(d). This happens Umeaf spreading
backbone nodes aadial-canalswithin the network.

We can conclude the above results and discussions that ey pfspreading
routing loads over nodes from different areas of the netwalps theStarfish
routing backboneo achieve higher level of scalability compared to the sddi
approaches.

5.3.3. Effects on network lifetime and operational overhead

The efficiency of routing backbones in WSN applications is snead on how
long thenetwork lifetimeremains for data delivery andow muchoperational
overheadequires for successful delivery of data to the sink. In¢regeriments,
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we have set the simulation parameters for varying sink spaad different size
of networks, respectively, as similar as described in tlmeesponding subsections
5.3.1 and 5.3.2p investigate the effects aretwork lifetimeandoperational over-
headof the studied routing backbones.

The results illustrate that theetwork lifetimencreases steadily with the sink
speed upto Bs ! in all the studied protocols, as shown in Fig. 8(a). But for
higher speeds of the sinketwork lifetimedecreases sharply due to notifying
the mobile-sink location more frequently to all other bawké nodes and thus
increases energy consumption than that of moderate sirddsperhenetwork
lifetime for Starfish routing backbonis better than those of Ring and HexDD
strategies because of avoiding unnecessary broadcastisiglik location updating
through sensor nodes. The graphs of Fig. 8(b) depict thahéwork lifetime
steadily decreases in all the studied protocols with irgingasize of networks.
This happens because more hops are required to deliver dekatp for larger
network and thus backbone nodes on ting- andradial-canalsconsume more
energy than that of smaller networks.

The operational overheads the other metric to measure the effectiveness of
the routing-backbonestrategies. For varying sink speeds, tperational over-
headof the proposedtarfish routing backbonis the lowest comparing to other
studied protocols, as shown in Fig. 6(c). This is caused dpesformed routing-
backbonewith ring- andradial-canalsand guaranteed single-hopccess to the
backbone. Theperational overheadteadily increase in all the studied protocols
with increasing size of networks. This happens because owoeol packets are
transmitted for data delivery in a large network.
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The experimental results substantiate the efficiencgtaffish routing back-
boneover HexDD and Ring backbones to achieve extended netwetintié for
nominal operational overhead.

5.3.4. Impacts of varying ring-canal sizes

The efficiency ofStarfish routing backbongreatly depends on thieng-canal
size that is maintained by the control varialgpe To investigate the effect of vary-
ing size of thaing-canal we have varied the value of control varialje petween
0.1 and 1.0. The Fig. 9 shows the performance for varyimgrcanalsize while
the network size, sink speed, transmission range are séDat 300 n?, 3ms™*
and 90n, respectively. The graphs in Fig. 9(a) illustrate thatrleévork lifetime
increases steadily as the growing values of control vagisioice theadial-canals
converge to a number aoing-canal backbone nodes instead of a single node. It
reduces the interference, collisions among the transomssom sensor nodes
and thus reduces energy wastages at network center. Fanthar season, the
operational overheaaf the proposedtarfish routing backbonmonotonically
decreases with the growing valuesg@fas shown in Fig. 9(b).

The above results signify that tdata delivery performancandnetwork life-
timeimprovements are influenced by theg-canalsize. The larger value of the
ring-canal size improves the performances $farfish routing backbonmm the
network.

6. Conclusion

This work investigated the problem of developingauting backbonefor
WSNs so that thend-to-end data delivery delag reducednetwork through-
put andlifetime can be extended. The distributed backbone-nodesrongerand
radial-canalsof our proposedbtarfish routing backbonggnificantly contributed
to increase th@etwork performanceas well asnetwork lifetime The dynamic
scalability of thering-canal size and the number egdial-canalsbased on the
transmission rangef sensor nodes and the sizeratwork areafurther helped
the proposedstarfish routing backbont® outperform over the existing leading
works in the literature. The experimental results, carpatlin NS-2, depicted
that the propose8tarfish routing backbonachieved as high as 13.1% and 7.4%
improvements in terms afénd-to-end delaynd throughput respectively, com-
pared to HexDD routing backbone.

Determining the optimal radius of thieng-canalthrough mathematical anal-
ysis would be an interesting research problem for futurdystivioreover, a suit-
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able distributed algorithm would be developed to increagestcalability of the
proposedstarfish routing backbonia the network.
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