

**مدلسازی رویکرد هوشمند ارزیابی ریسک برای محیط رایانش ابری با استفاده از هوش مصنوعی و الگوریتم های نظارت شده یادگیری ماشین**

 **چکیده**

ستون اصلی بازار رقابتی و آتی امروز قطعا تبدیل شدن به رایانش ابری است و بنابراین شرکت ها از قابلیت های خدمات رایانش ابری استفاده می کنند. برای بهبود ابتکارات امنیتی توسط رایانش ابری سرویس یا CRP، انواع جدید ابزارها و پروتکل ها همیشه مورد تقاضا هستند. به منظور ایجاد روش جامع ارزیابی ریسک، مرور ادبیات گسترده ای برای شناسایی عوامل خطر که ممکن است انجام شود بر پذیرش رایانش ابری تأثیر می گذارد. در این زمینه عوامل خطر مختلفی شناسایی شدند. پس از انتخاب ویژگی و شناسایی عوامل خطر، مورد استفاده برای انتخاب موثرترین ویژگی ها با استفاده از الگوریتم های رگرسیون خطی. سپس از تکنیک‌های AI-ML مانند درخت تصمیم (DTC)، طبقه‌بندی‌کننده فیلتر تصادفی، ستاره k با روش RMSE استفاده می‌شود. تجزیه و تحلیل تهدیدات در محیط CC نتایج تجربی تقسیم مجموعه داده را به (95٪ -5٪) نشان داد. بهترین نتیجه را از هر پارتیشن بندی باقی مانده ارائه می دهد و علاوه بر این الگوریتم DTC ارائه شده را ارائه می دهد بهترین نتایج از کل مجموعه داده های مورد استفاده در تنظیمات آزمایشی

**کلید واژه ها:** هوش مصنوعی رایانش ابری (CC) امنیت ابری فراگیری ماشین ارزیابی ریسک

**1. مقدمه**

ابر [1] یکی از پرکاربردترین و پویاترین اختراعات است که تمرکز فناوران را در صحنه جهانی جلب کرد. اگرچه رایانش ابری با پاداش های بزرگی مانند خدمات اندازه گیری شده، کشش سریع، مقیاس‌پذیری و مهم‌ترین آن هزینه کم برای شرکت‌ها است با نسبت خوبی از خطرات امنیتی تعبیه شده است که توسط هیچ شرکت دیگری وجود ندارد که بتوان آن را نادیده گرفت. خطر امنیتی که از طیف وسیعی از آسیب پذیری های ذاتی هر یک سرچشمه می گیرد نوع سیستم رایانش ابری و در غیاب امنیت قابل اعتماد دستورالعمل ها، بی میلی ظاهری از سوی سازمان ها وجود دارد برای اتخاذ یک محیط قدرتمند به نام رایانش ابری می باشد [2].

بدون زحمت در مورد تعمیرات فیزیکی و فنی یا چالش های مدیریت منابع اصلی، رایانش ابری کاربرانی که قادر به کنترل و دسترسی به منابع خود به صورت آنلاین با کمک اینترنت در هر زمان بدون توجه به مکان هستند [3]. علاوه بر این، منابع آن مقیاس پذیر و پویا نیز می باشد. این یک پلتفرم محاسباتی مستقل است که کاملاً با محاسبات ابزار و شبکه متفاوت است. بهترین مثال رایانش ابری را می توان در Google Apps مشاهده کرد که در دسترسی به خدمات از طریق مرورگر کمک می کند و می تواند به راحتی بر روی تعداد زیادی از رایانه ها از طریق پیوندهای اینترنتی نصب شود [4]. با استفاده از اینترنت، منابع به راحتی از محیط ابری از هر مکان و در هر زمان در سراسر جهان قابل دسترسی هستند. در مقایسه با سایر مدل ‌های محاسباتی، از نظر هزینه کمتر است. به عنوان ارائه دهنده خدمات پاسخگو برای دسترسی و در دسترس بودن خدمات مختلف، هزینه نگهداری آن ناچیز است و مشتریان با مدیریت آزاد می مانند و مسائل نگهداری منابع در انتهاست. به خاطر این ویژگی‌ها، رایانش ابری بر اساس تقاضا یا محاسبات ابزار نامیده می‌شود. یکی از ویژگی های مهم رایانش ابری مقیاس پذیری آن است و از طریق مجازی سازی سرورهای آنها به دست می آید [5،6]. به نرم افزار، محاسبات، خدمات ذخیره سازی و دسترسی به داده ها می دهد که نیازی به دانش کاربر نهایی پیکربندی سیستم ندارد و خدمات یا موقعیت فیزیکی را ارائه می دهد.

فناوری رایانش ابری بر روی سه SPI (نرم افزار) مختلف کار می کند زیرساخت پلت فرم) مدل ها و چهار استقرار (عمومی، خصوصی، مدل‌های ترکیبی و جامعه [7]. بر اساس استفاده یا نیاز مصرف کننده می تواند از سرویس(های) ابر استفاده کرده و ابر را مستقر کند. در حال حاضر، دارای سه نوع مدل خدمات است که SPI (نرم افزار) نیز نامیده می شود زیرساخت پلت فرم) مدل هایی که در زیر آورده شده است [8]:

Ø SaaS (نرم افزار به عنوان یک سرویس) [9]:-

این یک طرح توزیع و استقرار نرم افزار است که در آن برنامه ها در قالب خدمات به مشتریان تحویل داده می شوند. برای دسترسی و با استفاده از سرویس یا اپلیکیشنی که در فضای ابری تعبیه شده است، مشتریان به راحتی این امکانات را دریافت می کنند. چنین برنامه ای می تواند اجرا شود وب سرورهای ارائه دهنده خدمات یا ماشین های محاسباتی مشتری. SaaS خدماتی را برای مدیریت پچ به طور کارآمد ارائه می دهد و همکاری را نیز ارتقا می دهد.

کمترین توسعه پذیری و بیشترین میزان مسئولیت ایمن سازی توسط ارائه دهنده ابر گرفته شده است. اساساً از برنامه های ارائه دهنده از طریق شبکه استفاده می کند که "Salesforce.com" یک مثال است، در صورت لزوم اطلاعات برای تعامل بین مصرف کننده و خدمات میزبانی به عنوان بخشی از سرویس در فضای ابری و ارائه خدمات پایه کسب و کار و برنامه ها که شامل پردازش کلمه و ایمیل توسط Google است ارائه میشود [11]

Ø PaaS (پلتفرم خدمات) [11]:-

مشتری با توانمندسازی آنها در سازماندهی برنامه و نرم افزار و برنامه های کاربردی خود در حوزه ابری، به پلتفرم دسترسی پیدا می کند. فناوری اطلاعات در جایی در وسط قرار دارد، با قابلیت توسعه و امنیت ویژگی هایی که باید توسط مشتری استفاده شود. مسئولیت اصلی PaaS در حال استقرار برنامه های مرتبط با مشتری در یک ابر است.

Ø IaaS (زیرساخت به عنوان یک سرویس) [12]:-

این مدل ذخیره سازی، پردازش و دیگر منابع مهم محاسباتی برای مشتری است. این کلاینت‌ها چارچوب اصلی ابر را مدیریت یا کنترل نمی‌کنند، اما دارای قابلیت‌های دسترسی در ذخیره‌سازی اولیه، سیستم عامل، مهارت‌های محاسباتی هستند. خدمات استاندارد در شبکه داده شده و برنامه های کاربردی مستقر شده است. آی تی به توسعه پذیری بیشتر و کمترین مسئولیت امنیتی که توسط ارائه دهنده ابر بر عهده می گیرد، نیاز دارد. ظرفیت شبکه (سرورها، سوئیچ ها، روترها و سایر سیستم ها) ذخیره سازی، پردازش و سایر منابع محاسباتی اساسی تحت این مدل قرار می گیرند.

رایانش ابری از نظر ویژگی ها بسیار غنی است اما آینده های اصلی Cloud محاسبات به شرح زیر است [13]:

Ø استفاده از خدمات مبتنی بر اینترنت برای پشتیبانی از فرآیند کسب و کار: -

پلتفرم رایانش ابری به شبکه‌های خاصی محدود نمی‌شود، اما می‌توان از طریق شبکه عظیمی از آنها که اینترنت است، به آن دسترسی داشت. [13].

Ø خدمات IT اجاره ای مبتنی بر ابزار: -

رایانش ابری شامل اجاره منابع محاسباتی مانند پهنای باند شبکه، نرم‌افزار و سخت‌افزار، بر اساس تقاضا یا بر اساس نیاز، مانند محاسبات ابزاری که پیش‌روی رایانش ابری بود. بدون نگرانی در مورد هزینه نصب و نگهداری رایانش ابری [13].

این ترکیبی از فن‌آوری‌ها و روش‌های رایج است که در پارادایم زیرساختی جدید تعبیه شده است که انعطاف‌پذیری، مقیاس‌پذیری، زمان راه‌اندازی سریع‌تر، کاهش هزینه‌های مدیریت، در دسترس بودن به موقع منابع و چابکی کسب‌وکار را فراهم می‌کند.

**2. کارهای مرتبط**

رایانش ابر یک توسعه طبیعی برای مراکز محاسباتی و اطلاعات/داده‌هایی است که با فناوری‌های مجازی‌سازی فعال می‌شوند. متعادل سازی حجم کار و مدیریت سیستم های خودکار [14]. با همه این تحولات فناوری‌ها، پیچیدگی‌هایی به وجود آورد که به عدم تمایل به پذیرش ابر توسط بازار کمک می‌کند. اصل موضوع، تهدیدات امنیتی برای انتقال داده ها و برنامه ها در آن است در ابر به دلایل واضح علاوه بر این، تهدیدات امنیتی نیز وجود دارد دسته بندی های مختلف مانند تهدیدات امنیتی داده ها، تهدیدات امنیتی شبکه، تهدیدات امنیتی سرور، تهدیدات امنیتی برنامه، احراز هویت و تهدیدات امنیتی مجوز، تهدیدات امنیتی وب، تهدیدات امنیتی مجازی سازی. هر یک از خطرات امنیتی از مسائل یا مسائل خاص خود تشکیل می شود نگرانی ها. یکی از مشکلات برجسته در امنیت شبکه و امنیت داده ها، حملات سایبری است. بنابراین، کل این بررسی ادبیات عمدتا است نگران تهدیدات یا مسائل امنیتی مختلف در محیط ابری است.

در [15]، نویسندگان مروری بر مطالعه ای ارائه می دهند که به بررسی CC پرداخته است مشکلات امنیتی، چالش ها و راه حل هایی که شامل یک یا چند مورد می شود تکنیک های یادگیری ماشینی این شامل نگاهی به چندین دستگاه است. روش های یادگیری مانند نظارت، بدون نظارت، نیمه نظارت، و یادگیری تقویتی، که برای رفع نگرانی های امنیتی ابر استفاده می شود. سپس، احتمالات تحقیقاتی آینده را برای مدل‌های CC شناسایی می‌کند تا امنیت آنها را تضمین کند.

 با توجه به ویژگی‌های نظری، مزایا و جنبه‌های منفی آن‌ها، عملکرد هر رویکرد را مقایسه می‌کند. علاوه بر این، آن را با هدف ترویج استفاده از بهترین شیوه ها برای ارائه تضمین امنیت و حفاظت در حوزه رایانش ابری، Cloud امنیت اتحادها (CSA) یک سازمان غیرانتفاعی است. CSA همچنین دانشی را در مورد نحوه استفاده از Cloud Computing برای کمک به محافظت کامل از سایر اشکال محاسبات ارائه می دهد. از این رو در حال شناسایی است به عنوان هفت خطر اصلی برای پلتفرم ابری از طریق مقاله «تهدیدهای برتر به Cloud Computing V1.0" که به شرح زیر است [16،17]:

Ø کاربرد شیطانی و سوء استفاده از رایانش ابری

 Ø رابط های برنامه نویسی برنامه به طور ناامن

 Ø برنامه های مخرب در داخل ماشین ها

 Ø آسیب پذیری های مرتبط با فناوری اشتراکی

 Ø از دست دادن/نشت اطلاعات

 Ø خدمات و حساب

 Ø ربودن ترافیک

رایانش ابری مستعد تهدیدات امنیتی چندگانه به اشکال مختلف است تهدیدات سطح شبکه برای تهدیدات سطح برنامه [18-20]. دلیل اینکه انجام بررسی ادبیات این است که بفهمیم رایانش ابری دقیقاً به چه معناست، کار کردن رایانش ابری، و چه مشکلاتی دارد در رایانش ابری همچنین بر چگونگی کاهش خطرات متمرکز شد و شرکت ها/مصرف کنندگان را تشویق به استفاده از رایانش ابری کنید محیط.

خطرات، ضعف ها و کاهش ریسک و همچنین هنجارها و قوانین، در [21] برجسته شده است. این سه فناوری سپس با استانداردهای بین المللی (OWASP, NIST, ISO, و GDPR) نشان می‌دهند که اکثر استانداردها و مقررات هوش مصنوعی و IoT هنوز در حال توسعه هستند، در حالی که رایانش ابری از پایه کافی برای پشتیبانی از استانداردها برخوردار است. برای مقابله با DDoS نویسنده یک الگوریتم سیستم تشخیص DDoS بر اساس C.4.5 ایجاد کرد [22]. این روش، هنگامی که با رویکردهای تشخیص امضا ترکیب می‌شود، درخت تصمیمی را ارائه می‌کند که می‌تواند حملات امضایی برای حملات سیل DDoS را به طور خودکار و مؤثر شناسایی کند. انتخاب کرد رویکردهای مختلف یادگیری ماشین و مقایسه نتایج برای اعتبارسنجی سیستم. نویسندگان در [23] سیستم پیشنهادی خود را نشان می دهند نه تنها طیف وسیعی از حملات سایبری را تشخیص می دهد، بلکه آنها را نیز شناسایی می کند با دقت بسیار بالا (تا 97.11٪). همچنین مقایسه هایی را با روش های فعلی مبتنی بر یادگیری ماشین به منظور نشان دادن کارایی راه حل پیشنهادی آن پردازش و تجزیه و تحلیل عظیم داده های به دست آمده از روش ها و حسگرهای 3S، همانطور که توسط نویسنده توضیح داده شده است در [24]، دیدگاه های جالبی برای توسعه یک فناوری یکپارچه ارائه می دهد سیستم برای حفاری.

 کاربرد الگوریتم های یادگیری ماشین برای ارزیابی ریسک می باشد بر اساس [25]، همانطور که با روند افزایشی در انتشارات سالانه مشاهده می شود، به وضوح یک موضوع مطالعه در حال توسعه است. رویکردهای یادگیری ماشین ممکن است بهبود ارزیابی ریسک سنتی با ارائه بینش‌های مبتنی بر داده داده های بیشتری در مورد سیستم های مختلف اجتماعی و فنی جمع آوری شده است. نویسنده از [26] تکنیک ریاضی برای خودکارسازی تشخیص ناهنجاری با ادغام اصول طراحی موتور شناختی، محاسبات لبه ارائه می‌کند. هوش مصنوعی و یادگیری ماشینی با تعبیه مصنوعی هوش و یادگیری ماشینی در لبه شبکه های اینترنت اشیا، این موتور یک تغییر گام در ارائه ایمن و کاربردی در زمان واقعی ایجاد می کند. هوش برای تجزیه و تحلیل خطرات سایبری پیش‌بینی‌کننده است

از روزهای اولیه طراحی کامپیوتر، نفوذ مبتنی بر شبکه سیستم های تشخیص (NIDS) که از معیارهای آماری یا رایانه استفاده می کنند آستانه ها به تحقیقات امنیتی مرتبط شده اند [27]. با این حال، دارای نرخ بالای کاذب منفی (عدم تشخیص) و کاذب مثبت هستند، آنها برای تجزیه و تحلیل خطرات سایبری معاصر یعنی سیستم های شبکه ای و بسیار پیچیده ICT (هشدارهای نادرست) بی فایده هستند. در در مورد اینترنت اشیا، تشخیص تهدید توزیع شده در سطح مه نشان داده شده است مقیاس پذیرتر از ابر متمرکز [28] است. اگر بردارهای حمله شناخته شده است، شکلی از حمله با استفاده از واحدهای حافظه کوتاه مدت دوسویه (LSTM) معرفی شده به شبکه عصبی بازگشتی (RNN) می تواند دستیابی به دقت 99.999٪ [29] داشته باشد. به طور مشابه، در مقایسه با سایر الگوریتم‌ها، یک چارچوب طبقه‌بندی شبکه سیامی (SNCF) ممکن است عدم تعادل پیش‌بینی ریسک را کاهش داده و یافته‌های قابل اعتمادتری ارائه دهد. [30]

امنیت شبکه ابری طبقه بندی انواع مختلف را نشان می دهد حملات ابری که در گذشته اخیر رخ داده‌اند و همچنین مواردی را فهرست می‌کند راه حل های موفقیت آمیز برای کاهش خطرات [31،32]. مرور ادبیات، انواع مختلفی از تهدیدات و حملات را نشان می دهد و شبکه های ابری شامل Denial of Service (Distributed DoS، HDoS، XDoS می باشد حمله، Man-in-the-Middle، حمله جعل IP، حمله Sniffer، حمله مجدد، حمله دیکشنری، حمله تزریقی، Hypervisor، Wrapping حمله و غیره [33]. موارد برجسته Do's با دسته ها هستند

حملات DDoS و Man-in-the-Middle. تحت امنیت شبکه ابری تهدیدات، دو دسته از حملات را تحلیل کرده است که در شبکه های ابری برجسته تر هستند. این دو دسته شامل حملات DoS و حمله Man-in-the-Middle هستند (DDoS، XDoS، HDoS). حملات DoS حملات بسیار قوی هستند که خدمات را برای مدت طولانی قطع می کنند. در عوض اگر حمله ای به طور مخرب در ارتباطات دسترسی پیدا کند پیوند دهید تا ارتباطات را کنترل و نظارت کند و پیام ها را دستکاری کند زیرا که برای نیت های بدخواهانه، حمله Man-in-the-middle صورت می گیرد. با کمک روشهای احراز هویت و شناسایی توسط اعتبارسنجی هویت کاربران می تواند از این گونه آسیب ها جلوگیری کند. تعداد کمی حملات شبکه ای در زیر شرح داده شده است:

i Man-in-the-Middle Attack

ii حمله انکار سرویس (DoS).

iii حمله DoS توزیع شده (DDoS

IV انکار

v امتیازات ارتفاع

حمله کرم ها و ویروس ها

vii حمله جعل.

viii آدرس های IP استفاده مجدد.

ix مسمومیت با کوکی.

x ترمز CAPTCHA.

xi هک گوگل

xii Dictionary Attack.

xiii حملات تزریق بدافزار.

xiv حمله اسنیفر.

xv دستکاری.

xvi استراق سمع/ افشای اطلاعات.

xvii حمله مجدد

xviii حمله بسته بندی.

جدای از این مشکلات، قابل توجه است که صنایع برای اتخاذ رایانش ابری بی میل هستند و نویسندگان مختلف دیدگاه های متفاوت برای عدم تمایل دارند بنابراین به دلیل عدم تمایل شرکت ها و مصرف کنندگان به پذیرش خدمات ابری

نیاز به بررسی دلایل وجود دارد.

 Harshit Srivastavaو همکاران در [34]، Secure Cloud's Control Framework معتقدند که فناوری بزرگ بعدی رایانش ابری است. با کاربرد آن برای اندازه های مختلف سازمان، اما مسائل امنیتی و حفظ حریم خصوصی باعث نگرانی جدی برای پذیرش شده است که نیاز به توجه در این مقاله نویسندگان از بسیاری از نتایج نظرسنجی استفاده کرده اند تا به این نتیجه برسند که امنیت و حریم خصوصی امنیت فیزیکی، محیطی و مجازی سازی مسئولیت فروشنده است. این مقاله نشان می دهد که سازمان‌ها می‌توانند بر روی سه لایه اصلی مانند لایه فیزیکی، منطقی و روش‌شناسی برای مقابله با تهدیدات به ترتیب امنیت شبکه و امنیت داخلی در مرکز داده اعمال کنترل کنند. نویسندگان یک نهاد حاکم با چارچوب کنترل خودکار پیشنهاد کرده اند که هدف محاسبه شاخص تهدید برای حل چالش های امنیتی با ایجاد ارتباط در CSP ها بر اساس حملات موجود است.

در [35]، نویسنده پروتکل‌های این فناوری نوظهور و جدید رایانش ابری را توضیح می‌دهد که خدمات و منابع مشترک را در کاهش قیمت نرم افزار و سخت افزار به همراه امنیت کمی مرتبط چالش ها در حین استفاده از خدمات ابری علاوه بر این، نویسنده در مورد مشخصه اشغال چندگانه تمرکز می کند در حالی که مشکلات امنیت اطلاعات در فضای ابری که توسط CSA در معرض دید قرار گرفته است نیز صحبت می شود. رایانش ابری مسئله امنیت را می توان با طراحی یا تغییر قوی کاهش داد که معماری آن توسط نویسندگان به نتیجه رسید.

با توجه به [36]، نویسنده فرض می کند که برای تأمین منابع و داده های کاربران، مهم ترین هدف باید حفظ سیا باشد (محرمانه بودن، یکپارچگی و در دسترس بودن) به منظور ادامه سرویس ابری برای کسب و کار تحت چالش های نوظهور امنیتی که این فناوری را تهدید می کند. نویسندگان از بسیاری از نتایج نظرسنجی استفاده کرده اند همانطور که در سال 2013 حمله DoS پنجمین تهدید در بین افراد بدنام اعلام شد ممکن است منجر به آسیب سخت افزار یا داده ها و در نتیجه از دست دادن پول در صورت ربوده شدن سرویس توسط CSA (Cloud اتحاد امنیتی). این مقاله همچنین تعداد کمی از حملات DoS و DDoS را توصیف می کند و اثرات آن بر ابر با قطعنامه های فعلی مطابق دارد. با این حال، این مقاله عمدتاً بر دو دسته از حملات DoS یعنی H-DoS و X-DoS و Cloud Protector و Cloud Trace Back (CTB) را برای حذف این موارد پیشنهاد می کند انواع حملات و Cloud Defender System (CSQD) برای کاهش XML آسیب پذیری در وب است.

در [37]، نویسنده رایانش ابری را به عنوان یک تغییر فنی برای ارائه خدمات از راه دور توسط شخص ثالثی به نام ارائه دهندگان خدمات مورد بحث قرار داد. نویسندگان در درجه اول به تهدیدهای خودی با دو دیدگاه نگاه کرده اند با دید ارائه دهنده خدمات ابری و بعداً با برون سپاری ابر دیدگاه و بر این اساس اقدامات متقابلی را پیشنهاد کرده اند. در برابر برون سپاری ابر اقدامات متقابل برای دیدگاه کاربر مبتنی بر میزبان است IDS/IPS، حسابرسی گزارش و با طرف ارائه دهنده، احراز هویت چند عاملی، تشخیص ناهنجاری و تفکیک وظایف است. محققان بیشتر بر روی 3 نوع مختلف از حملات در دسته فعلی مانند تغییر تشکیل دهنده فایل کاربران بدون اطلاع آنها، به دست آوردن خصوصی کلیدهای کاربران فایل های رمزگذاری شده، آلودگی با الگوهای وب و تکنیک های کاهش آنها تمرکز دارند. نویسندگان با بیان اینکه سازمان ها باید از آسیب‌پذیری‌هایی که در اثر استفاده از سرویس‌های ابری در معرض دید قرار می‌گیرند، آنگاه مراقب در دسترس بودن خدمات ابری برای کارمندان سازمان ها باشید.

در مقاله [38]، نویسنده بیان می کند که امنیت ابری در حال تکامل است زیر دامنه امنیت اطلاعات، امنیت شبکه و امنیت کامپیوتر. ملاحظات امنیتی حیرت انگیز متخصصان امنیت اطلاعات باید هنگام ارزیابی خطرات رایانش ابری در نظر گرفته شود. مسائل اساسی امنیت برنامه و داده ها و ابر است کاربر و ارائه دهنده هر دو مسئول این هستند. با این حال، ارائه دهندگان باید اطمینان حاصل کنند که زیرساخت آنها امن است و برنامه های مشتری و نویسندگان بحث کردند، داده ها محافظت می شوند و کاربر باید اقداماتی را برای استفاده از رمزهای عبور قوی و اقدامات احراز هویت اتخاذ کند. محققین تاکید بر مسائل حریم خصوصی و امنیت ابری، کنترل‌های امنیت ابری، الگوریتم های آن مانند AES, MD-5, RSA با معایب و به این نتیجه رسیدند که رمزگشایی و رمزگذاری نوآورانه در بهبود امنیت در سراسر شبکه باید به کار گرفته شود.

در مقاله [39]، Pallavi Marathe و همکاران. استدلال کردند که، ابر محاسبات از طریق شخص ثالث برون سپاری می شود، بنابراین ذاتاً خطر امنیتی اضافه شده که حفظ امنیت، در دسترس بودن، محرمانه بودن داده ها را دشوارتر می کند و همچنین مانعی برای پذیرش است. رایانش ابری مسائل اوراق بهادار ابری به طور کلی دسته بندی می شوند در دو کلاس مانند مشکلات مربوط به امنیت که توسط ارائه دهندگان خدمات با چالش های ابری و امنیتی که در پایان احساس می شود تجربه می کنند کاربران در این مورد، مشتری اطمینان حاصل می کند که ارائه دهنده به درستی اقدام کرده است اقدامات امنیتی برای محافظت از داده های آنها و ارائه دهنده باید از آن اطمینان حاصل کنند زیرساخت آنها امن است و داده ها و برنامه های مشتریان امن است حفاظت شده. خدمات و فضای ذخیره سازی رایانش ابری به طور گسترده ارائه می شود توسط گوگل و آمازون و VMware نرم افزار را برای ایجاد فراهم می کنند یک ابر خصوصی در کنار مزایای رایانش ابری، خطرات امنیتی ذاتی نیز وجود دارد. با انتقال/حرکت داده های بیشتری از مرکز ذخیره سازی سرور به مکان دیگری در ابر، یعنی احتمال به خطر افتادن داده های خصوصی نیز افزایش می یابد. در این مقاله نویسندگان عمدتاً بر روی تهدیدات اطلاعات از طریق محرمانه بودن، یکپارچگی، در دسترس بودن متمرکز شده اند و استفاده از برخی ابزارها را پیشنهاد می کنند. موجود در بازار برای کاهش خطرات این تهدیدات مانند Viivo،

SkyCrypt، CipherCloud، Bitglass، Skyhigh در مورد عملکرد، مزایا، معایب آنها توضیح می دهند. آنها به این نتیجه رسیدند که ابزار Skyhigh و Bitglass در رمزگذاری اطلاعات و کشف ابر بهترین هستند استفاده نویسندگان همچنین پیشنهاد می‌کنند که اگر شرکت‌ها قادر به حفظ کنترل و هماهنگی سیاست کلیدهای رمزگذاری باشند، می‌توانند توافق با الزامات نظارتی خارجی و داخلی را تضمین کنند.

در [40]، نویسنده اسمیتا پارته و همکاران. در مورد چگونگی ابر بحث کرده اند محاسبات مزایای فن آوری و مالی جذابی را ارائه می دهد و امکانات ساخت، مدیریت استقرار و طراحی برنامه های کاربردی مستقل آنها از راه دور بدون نیاز به نرم افزار و سخت افزار اضافی. آنها همچنین تأکید می کنند که ملاحظات امنیتی به دلیل اطلاعات محرمانه در فضای ابری، ویژگی‌های اصلی و حیاتی در رایانش ابری باقی می‌مانند. نویسندگان بر حفظ حریم خصوصی، اعتماد تمرکز دارند چالش های امنیتی (کمبود کنترل کاربر، حافظه تایید نشده عمل، انفجار داده ها، تامین پویا، دسترسی، داده های مرزی جریان، چند اجاره، حسابرسی، در دسترس بودن و غیره) مسائل، طبقه بندی امنیت جنبه ها، نگرانی های امنیتی (مدیریت دسترسی، رمزگذاری، مدیریت کلید، و سایر مدیریت خطر)، قطعنامه های موجود مانند فایروال، IDS/IPS، آنتی ویروس ها و غیره که دارندگان سهام، فروشندگان، شرکت ها، سازمان ها باید قبل از پذیرش به نگرانی های امنیتی مربوط به رایانش ابری توجه جدی داشته باشند. سیستم های ابری.

در [41]، نویسندگان پدیده رشد رایانش ابری را همراه با چالش‌های آن مورد بحث قرار می‌دهند و مسائل نیز به سرعت در حال رشد هستند. این این مقاله عمدتاً نمای کلی، معماری، تهدیدات و اقدامات متقابل موجود تهدیدات رایانش ابری را پوشش می‌دهد. انواع حملات امنیتی و تهدیدات در بسیاری از لایه ها سطوح فیزیکی-IaaS، application-SaaS، virtualPaaS،) و همچنین نفوذ آنها مانند اینسایدر، سیل، کاربر به روت، پورت اسکن، مجازی سازی، کانال درب پشتی (DDoS)، تخصیص فضای ذخیره سازی، مجوز و احراز هویت و اصلاح داده ها توسط نویسندگان.

عوامل خطر زیر برای ارزیابی شناسایی می شوند:

i احراز هویت و کنترل دسترسی (A&AC)

ii بررسی کافی ناکافی (IDD)

iii از دست دادن داده (DL)

برنامه ریزی کاربردی ناامن (IAP)

برنامه ریزی کاربردی ناامن (IAP)

vi تداوم کسب و کار و در دسترس بودن خدمات (BC & SA)

vii محیط مشترک (ShE)

viii انطباق با مقررات (RC)

ix نقض داده ها (DB)

x مکان داده و پشتیبانی تحقیقاتی (DL&IS)

xi مدیریت بخش سوم (TPM)

xii تفکیک داده ها (DS)

xiii بازیابی (R)

xiv یکپارچگی داده (DI)

آسیب پذیری های مجازی سازی xv (VV)

xvi Resource Exhaustion (RE)

xvii قرارداد سطح خدمات (SLA)

xviii قابلیت همکاری و حمل و نقل (I&P)

**3. روش**

این مرحله سطوح ریسک برآورد شده را با معیار پذیرش ریسک، که آستانه ای است که توسط مدیران کسب و کار تعیین می شود، مقایسه می کند.

هدف این کار ارائه ابزاری روش شناختی برای ارزیابی ریسک در محیط رایانش ابری که هم قابل اعتماد و هم موثر است. رویکرد مدل‌سازی ارزیابی ریسک هوشمند پیشنهادی با استفاده از مدل ML در سه فاز اجرا می‌شود شکل 1. اهداف تحقیق دقیق زیر به منظور تعیین شد رسیدن به این هدف:

1- ارزیابی و شناسایی مجموعه اطلاعات در مورد مسائل ریسک

مربوط به رایانش ابری

2- برای اجرای شبیه سازی مجموعه داده با استفاده از ریسک از قبل تعیین شده

متغیرها

3-استفاده از تکنیک های یادگیری ماشین برای ایجاد یک مدل ارزیابی ریسک امکان پذیر برای محیط های رایانش ابری. نویسندگان در [41] برخی از مسائل ذکر شده باید در هنگام انتخاب مورد توجه قرار گیرد مناسب ترین تکنیک ارزیابی:

• در دسترس بودن منابع برای تجزیه و تحلیل.

• پیچیدگی و اندازه فرآیندی که تجزیه و تحلیل می شود.

• مرحله ای که در آن ارزیابی خطر در فرآیند بررسی خواهد شد چرخه زندگی.

• در دسترس بودن اطلاعات.

مدل پیش‌بینی زیر برای ساخت مدل برای ارزیابی عملکرد از طریق تکنیک‌های هوش مصنوعی و الگوریتم‌های رگرسیون خطی (یادگیری ماشینی) همانطور که در شکل 2 نشان داده شده است استفاده می‌شود:

مرحله 1: ارزیابی ادبیات رایانش ابری انجام شد، و عوامل خطر مرتبط کشف شد. مشکلاتی که کشف شد همان عامل خطر تعریف شده توسط بسیاری از مطالعات بود، اما آنها آن را با نام های مختلف درج کرده بودند. مطالعات دیگر متغیرهای ریسک را تعریف کردند، اگرچه ممکن است آنها را با اصطلاح دیگری ادغام و طبقه بندی کنید. در نتیجه 18 عامل خطر برای این اختلالات کشف شده است. هدف پروژه شناسایی حیاتی ترین متغیرهای ریسک که می توانند بر ابر تأثیر بگذارند پذیرش محاسبات، و همچنین ارزیابی اینکه کدام عناصر دارای a تأثیر قابل توجهی بر اهداف سازمان دارد، به طوری که آنها را می توان گنجاند و به عوامل خطر شناسایی شده اضافه کرد. همه 18 عامل خطر به عنوان متغیرهای ورودی به منظور ایجاد استفاده می شود یک مجموعه داده با تنها یک خروجی، که ریسک تخمینی است. هر یک سپس متغیر به چهار دسته تقسیم می شود: کم، متوسط، زیاد، و فوق العاده بالا سپس از یکی از داده های اندازه گیری استفاده می کند روش هایی که به عنوان مقیاس فاصله ای برای تخصیص مقادیر عددی به هر یک شناخته می شوند متغیر؛ هر متغیر یک مقدار محدوده عددی دارد.

مرحله 2: پس از آماده سازی مجموعه داده ها، لازم است که به حداقل برسد ابعاد داده، که به الگوریتم تجزیه و تحلیل داده اجازه می دهد تا اجرا سریعتر و کارآمدتر با استفاده از روش های انتخاب ویژگی است که در این مطالعه این کار با به کمک ابزار WEKA / orange که یک پیاده سازی تکنیک انتخاب ویژگی پیشنهادی است. بهترین اول، جستجوی تصادفی و رتبه بندی همیشه از روش های انتخاب ویژگی استفاده می شد.

مرحله 3: پس از آماده‌سازی مجموعه داده، لازم است ابعاد داده‌ها به حداقل برسد، که به الگوریتم تجزیه و تحلیل داده‌ها اجازه می‌دهد تا سریع‌تر و کارآمدتر اجرا شود. روش های مورد سوال این الگوریتم ها به خوبی شناخته شده اند و زمینه تجزیه و تحلیل داده ها را نشان داده و در عمل موثر واقع شده است. این الگوریتم ها با سفارشی سازی مناسب از ابزار WEKA / orange استفاده می شوند. بر اساس تکنیک استاندارد بالا به پایین، درختان تصمیم گیری بسیار تصادفی یا درخت اضافی مجموعه ای از درختان تصمیم یا رگرسیون هرس نشده را می سازد. داده ها به طور کامل یا جزئی به طور تصادفی تقسیم می شوند.

درخت اضافی با القای درخت تصمیم موجود متفاوت است که تکنیک ها را به دو صورت انجام می دهد: گره ها را با انتخاب نقاط برش جدا می کند کاملاً تصادفی است و درختان را با استفاده از کل یادگیری رشد می دهد نمونه. متریک فاصله آنتروپی در K∗، یک روش یادگیری مبتنی بر نمونه، برای کمی کردن فاصله بین دو نمونه استفاده می‌شود. متریک فاصله آنتروپی دارای مزایای مختلفی است، از جمله روشی یکنواخت برای پرداختن به نمادهای با ارزش واقعی، و ویژگی های با ارزش از دست رفته. معمولاً برای اجرای یک طبقه‌بندی دلخواه روی داده‌هایی که از طریق یک دسته‌بندی دلخواه ارسال شده‌اند استفاده می‌شود فیلتر در مورد طبقه بندی فیلتر تصادفی. ساختار فیلتر، مانند ساختار طبقه‌بندی کننده، صرفاً به آن وابسته است داده های آموزشی و نمونه های آزمایشی توسط فیلتر مدیریت می شود بدون هیچ تغییری در ساختار آنها.

مرحله 4: مجموعه گروهی از ماشین های یادگیری است که قضاوت آنها برای بهبود عملکرد کلی سیستم ترکیب می شود. پس از اعمال روش های یادگیری ماشینی، دو مجموعه داده را با هم ترکیب می کند آنها را برای ساخت مدل مجموعه. در آزمایشات، مدل گروه با استفاده از تکنیک رأی ساخته شده است. الگوریتم رأی نوعی از الگوریتم پیش بینی که بسیاری از پیش بینی ها را ترکیب می کند. برای رگرسیون، چندین ترکیب از تخمین های احتمال ممکن است. هر پیش‌بینی در روند رای‌گیری یک رای می‌گیرد و اکثریت برنده می‌شوند. به عنوان یک قانون ترکیبی، الگوریتم رأی با استفاده از رویکرد میانگین احتمال پیاده‌سازی می‌شود. دستگاه تکنیک های یادگیری مورد استفاده برای ارزیابی ریسک ابری به شرح زیر است:





) درختان تصمیم

برای طبقه‌بندی‌کننده نظارت‌شده، تکنیک‌های مجموعه‌ای مبتنی بر درخت است. تصمیم-درختان به فرآیند تصادفی سازی، قوانین تقسیم بستگی دارد به طور دلخواه در هر عنصر درخت فشار داده می شوند و به انتخاب شده بستگی دارد یکی از این رهنمودهایی که باید با آن گره مرتبط شود، بهترین عمل است در ارزیابی محاسباتی امتیازدهی چنین روش هایی به بهبود کمک می کند سرعت تمرین، همبستگی خسته کننده بین درختان تصمیم القایی، و کاهش عوارض با روش های القایی.

) طبقه بندی فیلتر تصادفی

برای اجرای یک طبقه بندی کننده تصادفی بر روی اطلاعاتی که دارد استفاده می شود از طریق یک فیلتر دلخواه منتقل شده است. مشابه طبقه‌بندی‌کننده، ساختار فیلتر منحصراً به نمونه‌های آزمایشی و اطلاعات آموزشی وابسته است که بدون تغییر ساختار اصلی آنها توسط فیلتر اجرا می شود

) K نزدیکترین همسایگان (k-NN یا K∗)

این الگوریتم، معروف به k-NN، یادگیری وابسته به نمونه است که کل نمونه آموزشی نگهداری می شود و هیچ مدلی ایجاد نمی شود تا زمانی که یک نمونه جدید مورد نیاز است که گروه بندی شود، و آنها از تعداد کمی از توابع فاصله خاص دامنه برای بازیابی یکسان ترین استفاده می کنند

نمونه ای از مجموعه ای از نمونه های آموزشی. ادغام روش‌های یادگیری ماشین بالا همراه با سیستم ارزیابی ریسک تطبیقی ​​یکنواخت با استفاده از تکنیک هوش مصنوعی انجام می‌شود. نتیجه این هوش مصنوعی سیستم پیشنهادی را با قابلیت‌های تطبیقی ​​با کمک پیش‌بینی و کاهش تهدید در حال تکامل هستند. برخی از شاخص های عملکرد مرسوم در این تحقیق برای ارزیابی اثربخشی رویکردهای حاصل استفاده شده است. ابتدا از دو معیار آماری برای حل این مشکل استفاده کرد ضریب همبستگی (R) و دوم ریشه میانگین مربعات خطا است

(RSME) [46،47،48،49] همانطور که در معادلات نشان داده شده است. (1) و (2):



مقادیر خروجی واقعی (مطلوب) و برازش (پیش بینی شده) نشان داده شده است به ترتیب توسط Pi و Ai. در نتیجه، مقدار یک را انتظار دارد یا نزدیک به یک از معیارهای ضریب همبستگی (CC) که است ارزیابی با استفاده از معادله (1) و مقادیر کم از مربع میانگین ریشه معیارهای خطا (RMSE) به عنوان نتیجه نهایی که با استفاده از معادله ارزیابی می شود. (2).

**4. نتیجه و بحث**

برای نهایی کردن عوامل خطر یک بررسی انجام شد. در این مورد سوال می کند

داوطلبان برای طبقه بندی عوامل خطر در سه لایه مجزا بر اساس احتمال وقوع و تأثیر آنها بر CC. موارد زیر هستند

نتایج این کلاس‌ها: اصطلاحات «مهم نیست»، «مهم» و «خنثی» به جای یکدیگر استفاده می‌شوند. از کشورهای مختلف 35 بین المللی کارشناسان در این نظرسنجی پاسخ دادند و هر کدام آن را تایید کردند عواملی که قبلا تجویز شده بودند قابل توجه هستند، به این معنی که آنها یک اهرم زیادی در دنیای رایانش ابری. بعدا عدد داد طیف وسیعی از مقادیر برای هر عامل خطر، و در نهایت، پروتکل ها و قوانین خبره را ایجاد کرد و از این رو از برخی تکنیک های آماری برای تولید اطلاعات بسته به آن قوانین استفاده کرد. 18 ویژگی ورودی شامل شد

توسط مجموعه داده و شامل حدود 1940 نمونه است. برچسب گذاری 18 ویژگی با محدوده مربوط به آنها برای مقادیر عددی، عوامل خطر هستند در جدول 1 ارائه شده است. از طریق تقسیم درصد برای ارزیابی اعمال شد

و الگوریتم تست از طریق تقسیم درصد، مجموعه داده به صورت دلخواه است تقسیم اطلاعات تست و آموزش که به شرح زیر است:









آزمایش‌ها در WEKA اجرا شدند که مجموعه‌ای از ابزارهای پیش پردازش داده ها و الگوریتم های یادگیری ماشین در یک دامنه GUI برای ارزیابی الگوریتم و کاوش اطلاعات همانطور که در نشان داده شده است

میز 1:

با هر الگوریتم، جدول 2 بهترین نتایج آزمون (RMSE) را خلاصه می کند. از همه درصد داده ها و مقایسه عملکرد RMSE مدل پیشنهادی با مدل دیگر [50-54]:

بهترین عملکرد از نظر پارامتر RSME برجسته شده است در هر ستون از جدول 2. در [44،45] k-mean برای ارزیابی استفاده می شود عملکرد سیستم در حالی که SVM برای ارزیابی عملکرد سیستم استفاده می شود. مقایسه عملکرد RMSE بین مدل پیشنهادی با [41-43] در شکل 3 برای درصد کل مجموعه داده نشان داده شده است و آن درصد داده های آموزشی اضافی را در حدود نشان می دهد. (5٪ تست و 95٪ آموزش) بهترین نتایج را ایجاد می کند که به معنای یادگیری بهتر است. از نتایج، مشخص است که عملکرد RSME مدل پیش بینی پیشنهادی در مورد درخت تصمیم و k\* بهتر است الگوریتمی که در صورت طبقه‌بندی فیلتر تصادفی قبلی بود بهتر ابتدا روش ها و رویکردهای یادگیری توضیح داده شد و سپس انتخاب ویژگی ها انجام شد. به دنبال آن، چندین رویکرد یادگیری

مانند درختان تصمیم، ستاره k و غیره در نظر گرفته شدند. در نهایت، معیارهای اندازه‌گیری عملکرد ارائه شده‌اند که برای ارزیابی مدل‌های پیش‌بینی استفاده می‌شوند.

**5. نتیجه گیری**

با افزایش استفاده از داده ها به مرور زمان، سیستم های سیستم های کلان داده به یکی از محرک های مهم نوآوری تبدیل شدند که مسیری را ارائه می دهند. در مدیریت اطلاعات دامنه ابری به طور گسترده کلان داده ها را با ارائه دامنه های اصلاح شده به سیستم های کلان داده ها تنظیم می کند. در حالی که کلان داده ها در رایانش ابری سیستم های قوی و قدرتمندی هستند که هر دو این امکان را فراهم می کنند، تحقیقات بیشتر برای توسعه و افزایش و شرکت وجود دارد و گمانه‌زنی‌های کمی در رابطه با ارزیابی ریسک بعد از بحث و بررسی واقعی وجود دارد. کار سخت اضافی برای طراحی و توسعه مکانیزم ارزیابی ریسک استفاده شده است که به امنیت در حوزه رایانش ابری برای کلان داده ها می پردازد. اما به سرعت برای حل امنیت ارزیابی ریسک اجرا شود که مسائل هدف اصلی این سختی تجربی دستیابی به کاهش است؛ بهترین دقت در مجموعه داده های آزمایش و یافتن بهترین ها طرح های موجود برای این مجموعه داده استفاده می شود. بررسی می شود که رفتار الگوریتم های مختلف یادگیری ماشینی برای نشان دادن عامل خطر مربوط به رایانش ابری است. تاثیر زیر مجموعه های تست و آموزش از اطلاعات در این مقاله با تقسیم دلخواه زیر مجموعه داده ها در چهار کلاس مختلف توضیح داده شده است. نتیجه تجربی آن شکاف را به تصویر می کشد که مجموعه داده تا (95٪ - 5٪) بهترین بازده را از کل باقیمانده ارائه می دهد و پارتیشن بندی و همچنین الگوریتم Decision Tree Classifier را نشان می دهد. k∗ نتایج بهتری را بین تمام مجموعه‌های داده در حوزه رایانش ابری ارائه می‌دهد، در حالی که طبقه‌بندی‌کننده فیلتر تصادفی ‌ساز کمی نسبت به قبلی داشت.

مطالعات آینده: از آنجا که امنیت اولویت اصلی در محیط رایانش ابری است، چارچوب امنیتی هم به مشتریان ابر و هم به ارائه دهندگان خدمات ابری در مورد مرزهای فردی و مسئولیت های مشترک در هر سطح ارائه می شود. بازیگران ابر می‌توانند پارامترهای امنیتی و انطباق را با شبیه‌سازی چارچوب امنیتی رایانش ابری در محیط‌های ابری داخلی یا خارجی خود ارزیابی کنند. در نتیجه، به عنوان یک پروژه آتی، مایل به انجام تحقیق در مورد آن است تا تجزیه و تحلیل مقایسه ای عملکرد ارزیابی امنیت هوشمند مدل ها یا چارچوب ها از طریق شبیه سازی و ادغام امنیت استانداردها و دستورالعمل ها برای مدل های خدمات و تحویل انجام شود به آن که کمک خواهد کرد.

در معیارهای چارچوب تحقیقات تکمیلی در حال انجام است موضوع ادغام قراردادهای سطح سرویس ابری (SLA) با

چارچوب های امنیتی تطبیقی ​​و هوشمند، که به بسیاری از CSP ها کمک می کند سطح خدمات مورد نیاز مشتریان خود را تضمین می کند. در آینده، نیاز صنعتی به ارزیابی ریسک بلادرنگ نیز ممکن است به این پذیرش دامن بزند که از تکنیک های یادگیری ماشینی حرکت رو به جلو، رویه هایی برای تأیید اعتبار توسط نهادهای نظارتی مختلف ایمنی استفاده از یادگیری ماشین در ارزیابی ریسک نیز باید مورد توجه قرار گیرد.
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