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ABSTRACT

Many cluster-based routing techniques for Wireless Sensor Networks (WSNs) have been proposed in the
literature. However, most of the proposed protocols emphasized on the Cluster Head (CH) selection ignoring
how the CHs will send the aggregated data back to the Base Station (BS). Furthermore, they tend to use non-
realistic parameters and assumptions. Such examples include the use of infinite transmission range and
location awareness. They also used an energy model that is fundamentally flawed for modelling radio power
consumption in sensor networks. In this paper, two Linear Programming (LP) formulations to the problems of
clustering and routing are presented followed by two proposed algorithms for the same based on Particle
Swarm Optimization (PSO). The clustering algorithm finds the optimal set of CHs that maximize the energy
efficiency, cluster quality and network coverage. The routing algorithm is developed with a novel particle
encoding scheme and fitness function to find the optimal routing tree that connects these CHs to the BS.
These two algorithms are then combined into a two-tier protocol to provide a complete and practical
clustering model. The effect of using a realistic network and energy consumption model in cluster-based
communication for WSN will be investigated. Extensive simulations on 50 homogeneous and heterogeneous
WSN models are evaluated and compared against well-known cluster-based sensor network protocols. The
results demonstrate that the proposed protocol performs better than such protocols in terms of various
performance metrics such as scalability, Packet Delivery Rate (PDR) at the CHs and delivery of total data

packets to the BS.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction
1.1. Background

Wireless Sensor Network (WSN) has emerged as a powerful
technological platform with tremendous and novel applications. It
has become an important technology in realizing many applica-
tions including both simple phenomena monitoring applications
and heavy-duty data streaming applications such as military
operations, environment monitoring and surveillance systems.

A WSN usually consists of tens to thousands of sensor nodes
that communicate through wireless channels for information
sharing and cooperative processing (Yu et al., 2006). Usually, the
nodes are statically deployed over vast areas. However, they can
also be mobile and capable of interacting with the environment.

WSN nodes also can sense the environment, communicate with
neighboring nodes, and in many cases perform basic computations on
the data being collected (Zungeru et al., 2012; Akkaya and Younis,
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2005). These features made WSN an excellent choice for many
applications like environmental monitoring, military surveillance,
search and rescue, in buildings for infrastructure health monitoring,
or even in bodies for patient monitoring (Yu et al,, 2006).

There are some factors that affect designing and operating WSN.
These factors include energy efficiency and awareness, connection
maintenance, minimum resource usage limitation, low latency, net-
work coverage and load balancing in terms of energy used
by sensor nodes. Due to these unique inherent characteristics it
is a challenging task to select or propose a new routing or comm-
unication algorithm for a specific WSN application (Dwivedi and
Vyas, 2010).

Using clustering techniques in WSN can help solving some of
those concerns, by organizing the network nodes into smaller
clusters and elect a cluster head (CH). Sensor nodes in each cluster
transmit their data to their respective CH and CH aggregates data
and forward them to a central base station (BS) (Abbasi and
Younis, 2007). The fact that only the CH is transmitting informa-
tion out of the cluster helps avoid collisions between the sensors
inside the cluster because they do not have to share the commu-
nication channel with the nodes in other clusters (Arboleda and
Nasser, 2006).
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Once the WSN has been divided into clusters, the communication
between nodes can be either intra-cluster or inter-cluster. Intra-
cluster communication comprises the data exchanges between the
member nodes and their respective CH. Inter-cluster communication
includes transmission of the data between the CHs or between the
CH and the BS.

The process by which data are forwarded efficiently between the
CHs and the BS (inter-cluster communication) is an important aspect
and essential feature of WSN. A simple method to accomplish this task
is for each CH to exchange data directly with the BS (a single hop
based approach), or allowing intermediate nodes to participate in
forwarding data packets between the CH and the BS (a multihop
based approach) (Zungeru et al., 2012). However, in a WSN, individual
nodes have limited communication range and form an ad hoc network
over a shared wireless medium. Furthermore, the BS is usually located
far away from the sensing area and is often not directly reachable to all
nodes due to limited communication range and signal propagation
problems. A more realistic approach is to use a multihop inter-cluster
communication model. For a more reliable data communication,
Both data and control packets need to be routed using a multihop
communication model (Saleem et al., 2011).

The objective of clustering is to search among a group of sensor
nodes to find a set of nodes that can act as cluster-heads. For a given
network topology, it is difficult to find the optimal set of CH nodes. For
N sensor nodes, there are 2¥ —1 different combination of solutions,
where in each solution, a sensor node is either elected as CH or non-
CH. This has been proved to be a Non-deterministic Polynomial (NP)-
hard optimization problem (Agarwal and Procopiuc, 2002).

The basic function of a routing algorithm is to select a route, from
the set of available routes, that is most efficient based on some specific
criteria. Once the optimal set of CHs is elected in the clustering phase,
the next step is to find the optimal routing tree from the CHs to the BS
while minimizing the total cost of that tree. Routing is at its most basic
level an optimization problem. It also has been known to be NP-hard
problem (Dorigo et al.,, 2006). Therefore, polynomial-time algorithms
are impossible to use due to their high computational complexity in
real-time communications systems.

Solutions to NP-hard problems involve searches through vast
spaces of possible solutions. Swarm intelligence approaches have
been applied successfully to a variety of such problems.

Particle swarm optimization (PSO) is a swarm intelligence based
optimization method. PSO has many advantages over other alter-
natives optimization techniques like Genetic Algorithms (GA) which
has very high processing demands (Guo and Zhang, 2014). PSO
advantages include ease of implementation on hardware or software,
high-quality solutions because of its ability to escape from local
optima and quick convergence (Kulkarni and Venayagamoorthy,
2011; del Valle et al., 2008). Because of its effectiveness in solving
NP problems, PSO has been adopted to optimize the CH election by
several centralized clustering protocols. Clustering is a repeated
process; therefore, the simpler the optimization algorithm, the better
the network efficiency is. This is another reason why PSO is a popular
choice for WSN clustering.

1.2. Authors’' contributions

In this paper, firstly, we present two Linear Programming (LP)
formulations for the clustering and routing problems respectively.
Then, two PSO-based protocols for the same problems are proposed.

The PSO-based clustering protocol solves the above CH selec-
tion problem by electing CHs in such way that the formed clus-
ters maximize the energy efficiency, network coverage and data
transmission reliability of the network.

Then, the PSO-based routing protocol finds the optimal routing
tree that connects the elected CHs to the BS. For routing, the particles
are cleverly encoded to produce complete routing tree solution. A

different fitness function is used to build the trade-off between the
energy efficiency and link quality of the constructed tree.

Furthermore, we develop the protocols under realistic network
settings. No assumptions were made about the nodes location
awareness or transmission range capabilities. The protocols were
also tested using a realistic energy consumption model that is
based on the characteristics of the Chipcon CC2420 radio trans-
ceiver data sheet. Extensive simulations on 90 homogeneous and
heterogeneous WSN models are evaluated and compared against
7 existing protocols using several performance metrics including
average energy consumption, Packet Delivery Rate (PDR), through-
put, network coverage and latency. Our main contributions can be
summarized as follows:

® Two LP formulations to the problems of clustering and routing
respectively.

® PSO-based clustering protocol with a trade-off between energy
efficiency, network coverage and data transmission reliability.

® PSO-based routing protocol with a novel particle encoding
scheme for complete routing tree solution and derivation of
efficient multi-objective fitness function.

® |nvestigate the result of using realistic network settings. No
assumptions were made about location awareness.

® |nvestigate the effect of using a realistic energy consumption
model in cluster-based communication for WSN.

® Simulation of the proposed protocol to demonstrate its perfor-
mance against some of the existing protocols in both homo-
geneous and heterogeneous WSNs.

The remainder of this paper is organized as follows. Section 2
reviews the related work on clustering protocols and the asso-
ciated drawbacks. Section 3 provides an overview of particle
swarm optimization. The system model is presented in Section 4.
In Section 5, we present our LP formulations for the clustering and
routing problems. Section 6 gives a detailed description of the
proposed protocol. In Section 7, we present the experimental
results. Finally, Section 8 concludes the work and highlights a few
future directions.

2. Related work

Clustering techniques have been studied extensively to improve
the performance of WSN (Tyagi and Kumar, 2013; Younis et al., 2006;
Abbasi and Younis, 2007). We present the review of such works based
on heuristic and metaheuristic approaches.

2.1. Heuristic approaches

Low energy adaptive clustering hierarchy (LEACH) (Heinzelman et
al,, 2000, 2002) is one of the most popular distributed cluster-based
routing algorithms in WSN that has been proven to be an effective
approach to prolong the network lifetime. Each node uses a stochastic
algorithm at each round to determine whether it will become a CH in
this round. Nodes that have been CHs cannot become CHs again for P
rounds, where P is the desired percentage of CHs. Therefore, each
node has a 1/P probability of becoming a CH in each round. The CHs
are selected without considering the residual energy or the other
properties of the sensor nodes. This random mechanism of selecting
the CHs does not guarantee even distribution of clusters over the
network (Arboleda and Nasser, 2006).

Hybrid energy-efficient distributed Clustering (HEED) (Younis and
Fahmy, 2004) is another distributed clustering protocol that is an
extension of LEACH. Cluster formation is achieved with an iterative
approach. CHs selection in this protocol is primarily based on the
residual energy of each node. To increase energy efficiency and further
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prolong network lifetime, a secondary clustering parameter considers
intra-cluster “communication cost” is introduced which can be a
function of neighbor proximity or cluster density. The main objectives
of HEED are to distribute energy consumption to prolong network
lifetime, minimize energy during the CH selection phase, and reduce
the control overhead of the network. The improvement over LEACH is
that HEED can evenly distribute the cluster heads in the sensing area
by local competition.

Energy-efficient clustering scheme (EECS) (Ye et al., 2005) is a
distributed non-iterative clustering protocol. EECS extends LEACH
algorithm by dynamic sizing of clusters based on cluster distance
from the BS. Unlike LEACH, the CH is elected by localized
competition and its no iteration property makes it differ from
HEED. This competition involves candidates broadcasting their
residual energy to neighboring candidates. If a given node does not
find a node with more residual energy, it becomes a CH. However,
the EECS protocol does not consider the structural characteristics
of network topology and thus CHs are elected on the basis of
residual energy. Furthermore, the set of candidate nodes in the
competition is selected randomly before the competition, this may
result in non-optimal CH selection.

While the above schemes assume homogeneous WSNs, several
other schemes were proposed to deal with CHs selection in
heterogeneous WSNs where energy heterogeneity is considered.

Kumar et al. (2009) have proposed an energy efficient hetero-
geneous clustered scheme for WSNs (EEHC) to study the impact of
heterogeneity of nodes in terms of their energy in clustered
networks. They assumed the case where a percentage of the popu-
lation of sensor nodes is equipped with more energy resources
than the normal sensor nodes in the network. Three types of
sensor nodes equipped with different energy levels were used.
Nodes under first level are known as normal nodes, second level
nodes are advanced node and third level nodes are super nodes.
They showed how the election process of cluster heads should be
adapted appropriately to deal with heterogeneous nodes. The
election probabilities of CHs are weighted by the initial energy of
a node relative to that of other nodes in the network.

Like EEHC, Enhanced heterogeneous LEACH protocol for lifetime
enhancement of wireless SNs (EHE-LEACH) (Tyagi et al., 2013) deals
with CH election in heterogeneous networks. There are two main
differences. Firstly, the authors assume two level of node heterogene-
ity, nodes under first level are known as normal nodes, second levels
are advanced node. Secondly, a fixed distance based threshold is used
by each node to choose between direct communication with the BS or
cluster based communication. Sensor nodes that are near the BS send
their data directly to the BS and those which are far away from the BS
use cluster based communication.

Kumar (2014) has also proposed two distributed protocols,
single-hop energy-efficient clustering protocol (S-EECP) and
multi-hop energy-efficient clustering protocol (M-EECP) were
proposed by to also deal with node heterogeneity in WSN.
S-EECP uses the same weighted election probabilities concept as
EEHC and the same three levels of node heterogeneity. However,
they take into account the residual battery energy of nodes in
calculating the weighted election probabilities of each node. They
observed that in single-hop communication where data packets
are directly transmitted to the BS without any relay nodes, the
nodes located far away from the BS have higher energy consump-
tion because of long range transmission, and these nodes may die
out first. They solved this problem in M-EECP by using multi-hop
communication to the BS. M-EECP uses a greedy approach to solve
the single source shortest problem to find the shortest path from
each CH to the BS. Although S-EECP outperforms EEHC in terms of
energy efficiency, the assumption that each node knows all other

nodes' energy level is unrealistic and impossible to obtain in such
distributed setting. Furthermore, M-EECP suffers from the same
problem as S-EECP and assumes that each node knows all other
nodes locations.

2.2. Metaheuristic approaches

LEACH-centralized (LEACH-C) (Heinzelman et al., 2002) is a
centralized version of LEACH. Unlike LEACH, where nodes self-
configure themselves into clusters, LEACH-C uses the BS for cluster
formation. Initially, each node sends its information (location and
energy level) to the BS, which will use this information and
employ a Simulated Annealing (SA) approach to find a predeter-
mined number of CHs and configure the network into clusters. The
clusters are chosen to minimize the energy required for non-CH
nodes to transmit their data to their respective CHs. LEACH-C
yields better results than LEACH in terms of packet delivery rate
and energy consumption.

Energy balanced unequal clustering protocol (EBUC) (Jiang
et al., 2010) is a centralized clustering protocol in which the
authors tried to solve the hot-spot problem by creating unequal
clusters using a centralized particle swarm optimization (PSO)
algorithm at the BS. The clusters are created such that the ones
near the BS have fewer number of nodes, and so it increases the
number of clusters around the BS. For the Inter-cluster commu-
nication, the CH uses a greedy algorithm to choose a relay node
based on the node's residual energy and distance to the BS.

An energy-aware clustering for WSNs using PSO algorithm
(PSO-C) is a centralized clustering protocol which is implemented
at the BS, was proposed in Latiff et al. (2007). It considers both
energy available to nodes and physical distances between the
nodes and their CHs. This protocol defines an objective function
which tries to minimize both the maximum average Euclidean
distance of nodes to their associated CHs and the ratio of total
initial energy of all nodes to the total energy of the CH candidates.
It also ensures that only nodes with sufficient energy are selected
as CHs. PSO-C outperforms both LEACH and LEACH-C in terms of
the network lifetime and the throughput. The authors in Abdul
Latiff et al. (2007) showed that PSO-C outperforms GA and K-
means-based clustering protocols as well in terms of convergence
time, network lifetime and data delivery.

A genetic algorithm (GA)-based protocol that was proposed by
Rahmanian et al. (2011) attempts to find appropriate CHs to
minimize the total network distance. The objective function is
defined as the minimization of the total distance from cluster
members to their respective CHs in addition to the distance from
the CHs to the BS. As PSO-C, it also ensures that only nodes with
sufficient energy are selected as CHs.

An energy-aware evolutionary routing protocol (EAERP) was
proposed by Khalil and Attea (2011). A centralized single-hop cluster-
ing protocol is presented where the BS runs an evolutionary-based
protocol to optimize the CH election for cluster formation. The
objective function is defined as the minimization of the total dissipated
energy in the network, measured as the sum of the total energy
dissipated from the non-CHs to send data signals to their CHs, and
the total energy spent by CH nodes to aggregate the data signals and
send the aggregated signals to the BS. The protocol use the energy
consumption model defined by Heinzelman et al. (2002) to compute
the energy dissipated during the process of data transmission and
reception.

Kuila et al. (2013) have proposed a GA-based protocol to solve
the problem of balancing the load of the CHs. The protocol forms
clusters in such a way that the maximum load of each CH is
minimized. In this protocol, the CHs are determined priori and the
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objective of the protocol is to find the optimal assignments of non-
CHs nodes to CHs to form balanced clusters. The objective function
is defined as minimizing the standard deviation of the CH load
which gives even distribution of the load per cluster.

In addition to the previously mentioned problems and up to
our best knowledge, all the clustering protocols that were pro-
posed so far use the energy consumption model suggested in
Heinzelman et al. (2002). This energy model is fundamentally
flawed for modelling radio power consumption in sensor net-
works. It ignores listening energy consumption, which is known to
be the largest contributor to expended energy in WSN. Moreover,
most of the location-aware or link quality-based clustering proto-
cols proposed assume that each node is equipped with self-
locating hardware such as a GPS. Though this is a simple and
effective solution, the resulting cost renders such a solution
inefficient and unrealistic (Molina and Alba, 2011). Furthermore,
several studies have shown that link quality in WSN is not
correlated with distance (Srinivasan et al., 2006, 2010; Baccour
et al.,, 2012; Srinivasan and Levis, 2006).

Table 1 summarizes the main differences between our pro-
posed protocol and relevant related work.

3. Overview of particle swarm optimization

Particle swarm optimization (PSO) is a population based
stochastic optimization technique developed by Kennedy and
Eberhart (1995) and was inspired by social behavior of bird
flocking or fish schooling. Until now, three successive standard
PSO versions have been available namely SPSO 2006, 2007, and
2011. They all have the same principles. However, they differ
slightly in their formulae.

In this paper, we use the latest standard PSO (SPSO-2011). It has
been proved that SPSO-2011 has an outstanding performance and
it is able to quickly converge towards the region of the global
optimum (Zambrano-Bigiarini et al., 2013).

The basic PSO comprises a swarm of S potential solutions,
referred to as particles, which fly through a D-dimensional
problem space in search of the global optimum position that
produces the best fitness of an objective function.

position of the whole swarm gbest. The original PSO algorithm is
shown below:

Algorithm 1. PSO algorithm.

for each particle do
initialize particle
end for
while target fitness or maximum epoch is not attained do
for each particle do
calculate fitness
if current fitness value better than (pbest) then
pbest=current fitness
end for
10:  set gbest to the best one among all pbest
11:  for each particle do

R A o e

12: update velocity
13: update position
14:  end for

15: end while

3.1. Original PSO version

After finding the two best values, particle i then updates both
its velocity and position iteratively using Eq. (1a) and (1b)
respectively.

Vid(t+ 1) =W X Vid(t)
+¢1 x 17 x (pbest;(t) —Xx;g(t))+ ¢ x 12 x (gbest(t) —x;q(t))
(1a)

Xig(t+1) = X;g(O) +vig(t+ 1) (1b)

r1 and r, are random variables between [0, 1]. ¢; and ¢, are the
learning factors. w is a weight factor that controls the velocity of
the particle.

3.2. Standard PSO 2011
In this standard, after finding the two best values, particle i

then updates both its velocity and position iteratively using
Eq. (2a) and (2b) respectively.

Heterogeneous

coverage

Initially, each particle i is randomly assigned a position x;; and a Vig(t+1) =w x Vig(£) +Xj4(6) — Xig(£) (2a)

velocity vig(i=1,2,...,S) where d = (1, 2, ..., D). Each particle keeps
track of its personal best position pbest; and the global best  Xia(t+1)=W x Vig(t+1)+Xj4(t) (2b)
Table 1
Main differences between our proposed protocol and relevant related work.

Clustering protocol Clustering Clustering Location Radio Network type Clustering objective

method approach awareness model

LEACH Distributed Prob./Random No First order Homogeneous Rotate CH role

HEED Distributed Prob./Energy No First order Homogeneous Energy efficiency

EECS Distributed Prob./Energy Yes First order ~Homogeneous Load balancing

EEHC Distributed Prob./Energy No First order Heterogeneous Energy efficiency

EHE-LEACH Distributed Prob./Energy No First order Heterogeneous Energy efficiency

S-EEP Distributed Prob./Energy No First order ~Heterogeneous Energy efficiency

M-EEP Distributed Prob./Energy Yes First order Heterogeneous Energy efficiency

LEACH-C Centralized SA Yes First order Homogeneous Energy efficiency

EBUC Centralized PSO Yes First order ~Homogeneous Energy efficiency

PSO-C Centralized PSO Yes First order Homogeneous Energy efficiency

Rahmanian et al. Centralized GA Yes First order Homogeneous Energy efficiency

(2011)
Kuila et al. (2013) Centralized GA Yes First order Homogeneous Load balancing
Khalil and Attea Centralized EA Yes First order Homogeneous Energy efficiency
(2011) Heterogeneous
Proposed protocol Centralized PSO No CC2420 Homogeneous Energy efficiency Link quality Network
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X/4(t) is a random point in the hypersphere of center G; and of
radius IG;—x;ll. G; is the center of gravity of three points: the
current position, a point a bit beyond the best previous position
and a point a bit beyond the best previous position in the
neighborhood. Detailed description of how G; is calculated and
of the all three PSO standards can be found at Clerc (2012).

4. The system model
4.1. The WSN model

For our model, we consider a two-tiered WSN with N sensor
nodes, K cluster heads and one base station. Each sensor node has
a unique ID and the best station ID is 0. In the cluster formation
process, each sensor node belongs to only one cluster and each
cluster head node acts as the cluster head of exactly one cluster.

We assume that all nodes are stationary after deployment and
the locations of both the sensor nodes and the cluster heads are
unknown. We consider different network densities in our experi-
ments. Furthermore, we consider both homogeneous and hetero-
geneous network settings in our experiments.

4.2. The energy consumption model

In the proposed approach, a realistic energy consumption
model which is based on the characteristics of the Chipcon
CC2420 radio transceiver data sheet (Texas Instruments, 2013) is
used. The total energy consumed by node i, E;, is calculated as
follows: (Barberis et al., 2007):

Ei = Z Pstatej X Cstate j+ ZEtransitions (3)

state j

The index state j refers to the energy states of the sensor: sleep,
reception, or transmission. Py j is the power consumed in each
state j, and tgqe j is the time spent in the corresponding state.
Moreover, the energy spent in transitions between states,
Eransitions, 15 also added to the node's total energy consumption.
The different values of Py j and Egansiions Can be found in Texas
Instruments (2013).

5. LP formulations for the clustering and routing problem

In this section, we present our LP formulations for the cluster-
ing and routing problem in WSN. We have used weight sum
approach (WSA) for the construction of the multi-objective fitness
function in both the clustering and routing problem. This approach
is computationally efficient and is straightforward to implement
(Konak et al., 2006) which makes it suitable to apply in WSN.

The following subsections describe the network model used in
this paper, followed by the notations used and the proposed
formulations for the clustering and routing problem.

5.1. Notations used
In our formulations, we are given the following data as input:

N: total number of sensor nodes.

K: total number of cluster heads (K=5% x N).

initialE(CHp ;) is the initial energy of CH number k in particle p.
E(CH, ) is the remaining energy of CH number k in particle p.
RSSI(n;, CHp ) is the RSSI value for the link from node n; to
CH CHp.

® minRSSI is the worst RSSI value among all communicating pairs
and is set to —97.

® |Cpkl is the number of members in cluster k of particle p.

® R is the total number of relay nodes in the routing tree.

® C is the total number of cluster head candidates that act as
relay nodes.

® RNp,r is relay node number r in the route generated from
particle p.

® R is the number of routes in the routing tree (R=K).

® n; is relay node number i.

® wcy,wcp; and wcs are weight coefficients that specify the
contribution of each sub-objective in the main clustering
objective function.

® wry,wr, and wr; are weight coefficients that specify the
contribution of each sub-objective in the main routing objec-
tive function.

5.2. LP formulation for the clustering problem

The best CHs are selected such that they minimize the cost of
the objective function. The goal of the function is to optimize the
combined effect of the following properties:

5.2.1. Energy efficiency

The residual energy of a sensor node could be a criterion for
selecting the best CHs since a node with a better battery life is a
better candidate for the cluster management and the data aggre-
gation. In addition to that, the consumed energy is distributed
among all the sensor node. The BS uses the following function to
calculate the fitness of particle p in terms of energy efficiency:

K initial E(CH,)

EE, =
= 2 B

4)

5.2.2. Cluster quality

The aim of this sub-objective is to maximize the link quality
between the cluster members and their respective CHs in order to
maximize the Packet Reception Ratio (PRR). One fundamental
indicator of link quality is RSSI, which is the strength of the
received RF signal. RSSI is a register in the CC2420 transceiver that
is used to measure the receiver-side link quality.

Several studies proved that RSSI can provide a quick and
accurate estimate of whether a link is of very good quality
(Baccour et al, 2012; Srinivasan and Levis, 2006; Srinivasan
et al, 2006, 2010). In Srinivasan et al. (2006), the authors
conducted empirical measurements of the packet delivery perfor-
mance of various sensor platforms. They found that there is a
strong correlation between RSSI and Packet Reception Ratio (PRR).
Furthermore, they proved that if RSSI of a link is of —87 dBm or
stronger, it is almost but not completely set to have a PRR > 99%.
Below this value, a shift in the RSSI as small as 2 dBm can change a
good link to a bad one and vice versa, which means that the link is
in the transitional or disconnected region (Srinivasan et al., 2010).

The link quality between cluster member n; and CH number k
in particle p can be calculated using:

RSSI(TI,', CHp,k)
minRSSI
The higher the value of LQ, the worse is the link quality. To

maximize the cluster quality in terms of link quality we need to
minimize the worst cluster quality. Hence, the following sub-

LQ’(nivCHp,k) = (5)
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objective needs to be minimized:

ZVH, € C"i"‘ LQ(nisCHp.k)
K [ Cpkl

CQ,= max
Q k=12...

(6)

5.2.3. Network coverage

Clustering allows sensors to efficiently coordinate their local
interactions in order to achieve global goals such as scalability and
more efficient resource utilization (Tubaishat and Madria, 2003).
Generally, scalability refers to how well the capacity of a system to
do useful work increases as the size of the system increases (Lee
et al., 1998).

In order to increase the scalability of our protocol, we should
increase the network coverage i.e. the number of the clustered
nodes. To achieve that, the protocol tries to minimize the number
of un-clustered nodes and maximize the number of clustered
nodes. This can be realized by minimizing the following sub-
objective:

NG, =N = 30k 11 G
P ZK C
k:]l p,kl

After calculating the previous sub-objectives, the final objective
function that needs to be minimized is

)

Cp =wcy x EEp+wep x CQ,+wez x NGy (8)

5.3. LP formulation for the routing problem

The optimal routing tree is selected such that it minimizes the
cost of the objective function. The goal of the function is to
optimize the combined effect of the following properties:

5.3.1. Energy efficiency
To achieve an energy efficient routing tree, two sub-objectives
need to be met:

(1) Save energy: fewer sensor nodes need to be active during each
round. To achieve that, the protocol needs to minimize the
number of relay nodes and favor CHs as better candidates to
act as relay nodes. Minimizing the following function will
achieve that objective:

R
EE(a), == )]

(2) Balance energy consumption: a relay node with a higher level of
energy is a better candidate to include in the routing tree. The
following function is used to balance the energy consumption
among all the network nodes in terms of routing:##

S 1 Emy)

EE(b), =
Or = Sk RN, )

(10

5.3.2. Link quality

To maximize the PRR, the protocol needs to maximize the link
quality between the relay nodes in the routing tree. The following
function minimizes the worst link quality among all the branches

in the routing tree:

RSSI(rn;, rn; 4 1)
LQ, = —_— 11
Q b :Hllg,).(..,R V; . MinRSSI an

After calculating the previous sub-objectives, the final objective
function that needs to be minimized is

Rp =wry x EE(a), +wr; x EE(b), +wr3 x LQ, (12)

6. The proposed protocol

In this paper, a centralized two tier PSO protocol is proposed to
solve the problem of clustering and routing in WSN. The protocol
is named TPSO-CR, from the initials of the words Two tier Particle
Swarm Optimization for Clustering and Routing protocol.

In TPSO-CR, the network operating time is divided into rounds.
Each round consists of two phases, the set-up phase and the
steady-state phase. In the set-up phase, the network is configured.
The BS will choose the best set of CHs and relay nodes. The set-up
phase consists of the following steps:

1. Neighbor discovery: in this step, each sensor node in the network
broadcasts a HELLO packet that includes its ID. A sensor node
that receives this HELLO packet will update its neighbor table
with the ID included in the packet along with the Received
Signal Strength Indicator (RSSI) value in the received packet.

2. Control data broadcasting: TPSO-CR uses flooding method to
transfer the control data to the BS. After the neighbor discovery
ends by all the sensor nodes, each node broadcast the following
data about itself: ID, residual energy and it neighbor table data.
A node that receives this packet will rebroadcast it till it
reaches the BS.

3. Network configuration: after a reasonable time and when the BS
receives all the control packets from the network nodes, the BS
starts configuring the network. For that, the BS uses a two tier
PSO algorithm. The first tier is responsible for finding the
optimal set of CHs and their associated cluster members. The
second tier finds the optimal routes from those CHs to the BS.
The clustering and routing algorithms are explained in detail in
Section 6.1 and 6.2 respectively.

4. Configuration broadcasting: after the BS finishes the network
configuration, the BS uses flooding again to transfer the con-
figuration to all the nodes. It broadcasts a packet containing
that configuration. Each node that receives that packet will
modify its status to either a CH, a cluster member or a relay
node. A cluster member will update its respective CH and
TDMA schedule. A relay node will update its next hop to the BS.

In the steady-state phase, each non-CH node uses its TDMA
schedule to transmit its data to its respective CH. When a CH
receives this data, it uses its next relay node to forward the data to
the BS. When a non-CH node finishes its data transmission slot, it
enters the sleep state to save its energy.

The proposed TPSO-CR protocol executed at an arbitrary node u
is shown below.
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Algorithm 2. TPSO-CR algorithm.

procedure StatruP()
setTimer(START — ROUND, 0.0);
end procedure
procedure TiMERFIREDCALBACK (index)
switch index do
case START —ROUND :
double timer = uniform(0.0, r);
setTimer(FIND — NBRS, timer);
setTimer(BROADCAST — INFO, r);
if isBS setTimer(RUN — PSO, n);
else setTimer(RUN — STEADY — PHASE, m);
roundNumber + +;
setTimer(START — ROUND, roundLength);
case FIND — NBRS :
broadcast (ID);
case BROADCAST —INFO :
broadcast (ID, residual Energy, Neighbors'
IDs and their RSSI);
case RUN —PSO :

optimalCHs = runFirstPSO (NetworkInfo); > run first tier

optimalRoutingTree =runSecondPSO (optimalCHs,Networkinfo); » run second tier

broadcast(configuration = optimalCHs + optimalRoutingTree);
case RUN —STEADY — PHASE :
if(!isCH Il lisCM Il 'isRelayNode) then setStateSleep();
if (isCH) then
clusterLength = clusterMembers .size();
setTimer(START — SLOT, clusterLength x slotLength);
else
if (lisRelayNode) then setStateSleep()
setTimer(START — SLOT, myTDMATurn x slotLength);
case START —SLOT :
setTimer(START — SLOT, clusterLength x slotLength);
if (isCH) then

aggregatePackets(); > aggregate packets
processBufferedPackets(); > send packets to next hop
else > a cluster member

processBufferedPackets(); » send packets to CH

setTimer(END — SLOT, slotLength); > go to sleep mode at end of slot

case END —SLOT :
if(!isCH 1'isCM | lisRelayNode) then setStateSleep();
end procedure

6.1. The clustering algorithm

Based on the information the BS received, the BS will compute
the average energy level of all nodes. Only nodes with an energy
level above the average are eligible to be CH candidates for this
round to ensure that only nodes with sufficient energy are selected
as CHs. Next, the BS runs the first tier (the clustering algorithm) of
TPSO-CR to find the best K CHs.

6.1.1. Initialization of particles

The dimension of the particle is same as the number of CH
nodes (i.e., K) in the network. Let, P; = [X;1,Xi2.Xi3., ....Xik] be the
ith particle of the population where each component,
Xig,1<d<K denotes CH number d in particle number i. Each
component is initialized with a randomly generated uniformly
distributed number in the range [1, networksize —1].

It should be noted that the random initialization and the
velocity update (1a) gives non-integer velocity values, which are
converted to the nearest integer in the implementation. In the case
that a particle generates duplicate ID's after position update, it is
assigned a high penalty value to ensure that the protocol generates
the specified predetermined number of CHs.

Illustration 6.1: Consider a WSN with 60 sensor nodes and the
number of CHs is 3 (5% x 60). Therefore, the dimension of the
particle is same as the number of CHs, i.e. K=3.

Now, for each X4, 1 < d < 3 of the particle P;, a random number
is generated to initialize it. Let us assume that a particle
P; =[31.2,20.8,9.4], has been randomly generated. The second
component of this particle is X;4 =20.8 then the 2nd elected CH
ID = [20.8] =20. Hence, the CH candidates IDs that result from
this particle are 31, 20 and 9.

Now, let us consider another particle P;=[31.2,31.8,9.4]. The
CHs candidates generated are 31, 31 and 9. Since there is
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duplication in the generated CHs, then this particle is assigned a
high penalty value to exclude it from further consideration.

6.1.2. Particles evaluation
The next step after initializing the particles is evaluating them
according to some fitness function. This helps to periodically

6 - 1
I B <«
~€E).. o
. > 16 | 15 19
| 17 » A «
il B N 47
N e A 2
8 e
iy 7 A4
9
3 v
! 5
BS - w 4
18 ~13
10

Fig. 1. A random 20 sensor node network with 2 cluster heads (1 and 8).
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update the personal best and global best of the particles. To
evaluate the particles, we use the fitness function defined before
in (8).

6.2. The routing algorithm

After finding the optimal set of CHs in the first tier, the second
tier of the protocol is responsible for constructing the routing tree.
The BS runs PSO again to achieve this task. The next sections give a
detailed description of the PSO used in the routing tree
construction phase.

6.2.1. Initialization of particles

How to encode a routing tree into particle is critical for
developing the second tier of TPSO-CR. Random encoding cannot
be used for the following reasons:

® Random encoding results in different particle sizes due to
different route lengths.

® A random sequence of edges usually does not correspond to a
valid tree (that terminates on the destination node without
any loop).

10 11 12 13 14 15 16 17 18 19

Priority: ’ 1.0 I 0.6 I -0.3 I 0.3 I -0.1 I 0.5 I -0.7 I -0.1 I -0.5 I -0.5 I -0.1 I 0.7 I -0.3 I -0.4 I -0.5 I 0.3 I 0.5 I -0.2 I -0.1 I -0.2 ‘

a Particle P; encoding for network in Fig 2

NodeID: © 1 2 3 4 5 6 7 8

10 11 12 13 14 15 16 17 18 19

Priority: | 1.0 -03( 03 |-0.1| 05 |-0.7[-0.1|-0.5

-0.1] 07 |-03]-04}-05] 03 | 0.5 |-0.2}-0.1]-02

1.0 | 06 [-03| 03 |-0.1) 0.5 |-0.7]-0.1

-0.1f 07 |-03}-04}-05] 03| 05 |-02]-0.1]-0.2

O

b Particle P; after adding the CHs to the routing tree

Node ID: 0 1 2 3 4 5 6 7 8

10 11 12 13 14 15 16 17 18 19

Priority: | 1.0 | -N [-03]| 03 |-0.1] 0.5 |-0.7[-0.1|-0.5]-0.5]-0.1| -N | -0.3|-04]-05] 0.3 | 0.5 | -0.2|-0.1 | -0.2
1.0 | 06 [-03| 03 |-01) 05 |-07[-01}) -N |-05]-0.1] 0.7 |-03]-04]-05] 03 | -N |-0.2]-0.1]-0.2
C Particle P; after adding nodes 11 and 16 as relay nodes
Node ID: 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Priority: | -N | -N | -03| 0.3 |-0.1| 0.5 |-0.7|-0.1]-0.5|-0.5|-0.1 [ -N |-03|-0.4]-05] 0.3 | 0.5 [ -0.2| -0.1 | -0.2
-N |06 [-03] 03 ]-01] 05 }-07]|-01] -N |-05}-0.1] 0.7 |-03]-04}-05] 03 | -N |[-0.2|-0.1]-0.2

Fig. 2. Example of priority-based encoding and decoding process for an arbitrary particle P;: (a) Particle P; encoding for network in Fig. 2; (b) particle P; after adding the CHs
to the routing tree; (c) particle P; after adding nodes 11 and 16 as relay nodes; and (d) particle P; after adding the BS and finishing the routing tree construction.

d Particle P; after adding the BS and finishing the routing tree construction
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® The PSO algorithm involves arithmetic operations such as
updating velocity and position which will not be applicable
and will increase the number of invalid paths returned.

Mohemmed et al. (2008) have proposed an indirect priority
encoding scheme to solve the problems of random encoding. This
scheme has been applied successfully in many PSO based protocols
like Chitra and Subbaraj (2012), Yao et al. (2011), Mohemmed and
Sahoo (2007). In this scheme, the particle encodes guiding
information about the solution rather than the solution itself.
The guiding information used is the priorities of various nodes in
the network.

In this paper, a slightly modified scheme is proposed to suit the
need to find the optimal routing tree which connects all the CHs
and the BS.

Particles encoding process: The dimension of the particle is same
as the number of sensor nodes in the network (i.e., N). Let,
P; =[X;1,Xi2,Xi3,....Xin] be the ith particle of the population
where each component, X;4,1 <d <N denotes node Ny priority
for selecting it as a relay node. Each component is initialized with
a randomly generated uniformly distributed number in the range
[-1.0,1.0].

Particles decoding process: A routing tree is built from the
encoded particle in a branch growth process. Each branch is a
route from a CH to the BS. For example, if there are two CHs in the
network, the decoding process will generate 2 routes, one for each
CH. Each route is constructed by appending relay nodes starting
from the CH. At each step of the route construction, the next node
with the highest priority is chosen from those which have direct
links with the current node. The node that is already included in a
growing path will be assigned a large negative priority value hence
that node is highly unlikely to be selected again. At worst case, if a
node is selected again, the concerned route can be treated as an
invalid route and is assigned a high penalty value. The process
continues until the BS is reached, and all the CHs are connected to
the BS. A routing tree is considered invalid if it has one or more
invalid branches (that does not terminate on the destination node
or that have loops) and will be assigned a very high fitness value as
a penalty. The best particle at the end of a run of the algorithm is
that one that contains priorities that lead to the decoding
procedure to select nodes forming the optimal routing tree (Fig. 1).

Illustration 6.2: Consider a WSN with 20 sensor nodes and
2 cluster heads, i.e., Ni,Ng as shown in Fig. 2. Therefore, the
dimension of the particles is same as the number of sensor nodes,
i.e,, N=20. Consider the directed acyclic graph G(V,E) shown in
Fig. 2. The edge u—v indicates that u can send to v but not
necessarily vice versa.

Let us assume that a particle P; has been randomly generated in
Fig. 2(a). To find a routing tree from N; and Ng to the BS, the
protocol will build a route from N; to the BS, and another route
from Ny to the BS.

To find a branch from N; to the BS, a node that is connected to
N; is identified first. As seen from Fig. 2, the nodes [4,5,7,
9,11,12,16] are such nodes to be considered. The priorities for
them are [-0.1,0.5,-0.1,-0.5,0.7, —0.3, —0.3] respectively.
Node 11 has the highest priority and hence is used as the next
relay node to N; and its priority is updated into a high negative
value —N to avoid selecting it again in the route. The possible
nodes from node 11 are nodes [0, 1,6, 7,17]. The priorities of these
nodes are [1.0, —N, —0.7, —0.1, —0.2] respectively. Since node 0
(BS) has the highest priority than the other nodes, it is taken as the
next relay node while constructing the route. Since the BS is
reached, the route construction from N; to BS ends and results in
the following route (8,1,0). The same procedure is repeated for
the branch from Ng to the BS until a complete route (8,16,0) is
achieved. Figure 2(b-d) demonstrates this process.
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Fig. 3. Average number of non-clustered nodes per round for WSN#1.
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Fig. 4. Average number of non-clustered nodes per round for WSN#2.

6.2.2. Particles evaluation

After particles initialization, the generated routing tree that
results from the decoding process is evaluated according to (12) to
determine its fitness value.

6.3. Complexity analysis

In this subsection, we perform a complexity analysis for the
proposed protocol (Algorithm 2). We consider two different types
of nodes. The first one is the BS, as it executes both the clustering
and the routing protocols. The second node represent any other
network node (CH or non-CH).

6.3.1. The BS node

In the clustering algorithm, the main function is clustering the
whole network for each particle. Hence, the algorithm complexity
is O(MNK) where M is the number of particles, N is the network
size and K is the number of CH candidates. Where in the routing
algorithm, the main function is decoding each particle into a
routing tree which has a complexity of O(MN?).
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Table 2
Mean PDR and standard deviation in WSN#1.
Protocols 100 Sensor nodes 200 Sensor nodes 300 Sensor nodes 400 Sensor nodes 500 Sensor nodes
Mean SD Mean SD Mean SD Mean SD Mean SD
LEACH 0.536 0.024 0.621 0.032 0.674 0.020 0.671 0.017 0.671 0.012
EHE-LEACH 0.572 0.017 0.622 0.023 0.643 0.020 0.634 0.016 0.630 0.010
EEHC 0.589 0.032 0.661 0.037 0.680 0.006 0.669 0.009 0.670 0.015
PSO-C 0.606 0.045 0.775 0.010 0.809 0.012 0.832 0.005 0.835 0.004
GA-C 0.865 0.008 0.873 0.005 0.871 0.003 0.862 0.002 0.861 0.003
LEACH-C 0.861 0.006 0.892 0.001 0.890 0.002 0.890 0.002 0.887 0.002
TPSO-CR 0.877 0.008 0.893 0.002 0.895 0.001 0.891 0.002 0.892 0.001
Table 3
Mean PDR and standard deviation in WSN#2.
Protocols 100 Sensor nodes 200 Sensor nodes 300 Sensor nodes 400 Sensor nodes 500 Sensor nodes
Mean SD Mean SD Mean SD Mean SD Mean SD
LEACH 0.536 0.024 0.617 0.031 0.667 0.015 0.672 0.013 0.680 0.036
EHE-LEACH 0.577 0.042 0.635 0.035 0.625 0.062 0.605 0.016 0.580 0.016
EEHC 0.588 0.029 0.651 0.016 0.577 0.058 0.669 0.020 0.639 0.031
PSO-C 0.615 0.029 0.787 0.016 0.823 0.013 0.826 0.036 0.838 0.020
GA-C 0.861 0.015 0.871 0.006 0.867 0.001 0.866 0.003 0.863 0.013
LEACH-C 0.827 0.035 0.865 0.015 0.871 0.004 0.861 0.021 0.867 0.018
TPSO-CR 0.890 0.008 0.893 0.002 0.895 0.001 0.890 0.006 0.895 0.010
Table 4
Mean for average consumed energy per node and standard deviation in WSN#1.
Protocols 100 Sensor nodes 200 Sensor nodes 300 Sensor nodes 400 Sensor nodes 500 Sensor nodes
Mean SD Mean SD Mean SD Mean SD Mean SD
LEACH 175.19 6.545 149.22 10.11 131.07 5.712 132.37 5.500 131.74 4.400
EHE-LEACH 155.19 9.007 140.35 6.245 131.76 4.558 131.64 3.839 130.32 3.571
EEHC 158.85 9.001 137.48 1035 131.28 1.539 131.32 3.711 130.57 4,673
PSO-C 73.855 0.042 72.208 0.061 71.593 0.028 71.303 0.085 71.102 0.027
GA-C 74.499 0.074 72.660 0.305 71.824 0.304 71.602 0.121 71.336 0.386
LEACH-C 74.549 0.003 73.060 0.004 72.559 0.005 72.308 0.013 72.161 0.006
TPSO-CR 71.271 0.217 71.254 0.175 71142 0.222 71129 0.115 71.203 0.086
Table 5
Mean for average consumed energy per node and standard deviation in WSN#2.
Protocols 100 Sensor nodes 200 Sensor nodes 300 Sensor nodes 400 Sensor nodes 500 Sensor nodes
Mean SD Mean SD Mean SD Mean SD Mean SD
LEACH 175.19 6.545 150.53 10.06 133.62 3.629 130.58 7.248 128.43 5.721
EHE-LEACH 155.68 11.27 137.22 11.34 145.00 10.33 135.09 11.20 14513 10.62
EEHC 158.98 7.263 140.80 5.602 148.40 9.181 129.70 9.201 139.55 8.120
PSO-C 73.817 0.303 72.086 0.069 71.379 0.222 73.761 0.015 73.529 0.083
GA-C 74.528 0.035 72.752 0.277 71.979 0.249 71.491 0.032 71.357 0.021
LEACH-C 74.549 0.003 73.060 0.004 72.559 0.005 72.311 0.001 72.151 0.002
TPSO-CR 71.367 0.133 71.188 0.144 71.196 0.168 70.986 0.116 71.227 0.192

6.3.2. Other network nodes

For a CH node to aggregate L buffered packets, the complexity
is O(L). For a non-CH node to send its buffered packets, the
complexity is O(1).

7. Simulations and results
In this section, the performance of TPSO-CR is investigated

against the well known protocols LEACH, EHE-LEACH, EEHC, the
SA-based protocol LEACH-C, the PSO-based protocol PSO-C and the

GA-based protocol proposed by Rahmanian et al. (2011), which we
will refer here as GA-C.
Simulations were carried on Castalia, which is based on the

OMNeT+ + platform and can be used to test WSN protocols in
realistic wireless channel and radio models (Rastegarnia and
Solouk, 2011), with a realistic node behavior. It provides a generic
reliable and realistic framework for the first order validation of an
algorithm before moving to implementation on a specific sensor
platform (Patil and Hadalgi, 2012). The comparisons are used for
the purpose of benchmarking TPSO-CR against the well known
protocols cited in the literature.
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Table 6
Number of aggregated packets received at the BS.

Protocol Number of packets
LEACH 613.5
LEACH-C 472.5
EEHC 618.5
EHE-LEACH 309.5
GA-C 778.5
PSO-C 952.5
TPSO-CR 1237.2

According to the heterogeneity of the sensors, the simulations
were performed on two groups of WSNs (WSNs#1, WSNs#2), each
with 25 different playground topologies. The first case assumes
homogeneous sensor networks (WSNs#1) while the second
experiments (WSNs#2) assume heterogeneous sensor networks
with advanced nodes of 10% and super nodes of 10%.

Each WSN group consists of 5 different network sizes ranging
from 100 to 500 sensor nodes. Overall, the simulation results
presented herein have been averaged over 5 simulation runs for a
total of 50 different networks.

The sensor nodes were deployed randomly in an area of
100 m x 100 m sensor field. The BS was located at the field's cor-
ner at position (0, 0). For the medium access control protocol, we
used TMAC which is known for its energy efficiency because it
adapts a variable sleep schedule that increases the battery utiliza-
tion (Khatarkar and Kamble, 2013).

The percentage of CHs was set to 5% of the total nodes as was
used by the competent protocols. We run the protocols for 5000 s
and in order to minimize the protocol overhead, we set the round
length to 500s with a slot length of 0.4s. Data packets were
generated at a rate of 1 packet/s.

In WSNs#1, the initial energy of a standard node is set to
18,720 joules, which is the typical energy of two AA batteries
(Boulis, 2011). In WSNs#2, the initial energy of a normal node is
set to 6240 joules, super node initial energy is set to 12,480 joules
and advanced node initial energy is set to 18,720 joules.

To execute our proposed algorithms, we considered an initial
population of 50 particles and we let them evolve for 200 iterations.
The values of PSO parameters are taken same default values as in
Zambrano-Bigiarini et al. (2013). For the weight sum approach, we
gave equal weight to each sub-objective. Hence, we set wc; =
Wcey =wez =0.33 and wry = wry =wrs =0.33.
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First, we run the protocols for comparing the coverage quality
of the proposed protocol by varying the sensor nodes from 100
to 500 on both the network scenarios, WSN#1 and WSN#2.
Figures 3 and 4 show the comparison of the proposed protocol
with the other protocols in terms of average number of non-
clustered nodes per round in WSN#1 and WSN#2 respectively. We
present the results at 99% confidence interval.

It can be observed from Figs. 3 and 4 that the proposed protocol
has significantly better network coverage than the other competent
protocols. This is due to the clustering phase the proposed protocol
which takes care of minimizing the number of non-clustered nodes.
Whereas the existing protocols do not deal with that problem.

In order to judge the cluster-based link quality of the proposed
protocol, the average (mean) PDR for packets received by all the
CHs for 5 runs of the protocols along with their standard devia-
tions (SD) for both the scenarios WSN#1 and WSN#2 are calcu-
lated by varying number of sensor nodes. The results are shown in
Tables 2 and 3 for WSN#1 and WSN#2 respectively. It is clear that
the average PDR for the proposed protocol is maximum with
nearly minimum fluctuations in the average PDR. LEACH, EHE-
LEACH and EEHC protocols have more fluctuations around the
average due to their probabilistic nature. Furthermore, they have
much lower PDR because no link quality measure is taken in either
of them.

Next, we execute the protocols to compare their energy
efficiency by varying the sensor nodes from 100 to 500 on both
the network scenarios, WSN#1 and WSN#2. In order to investigate
the effect of using a dedicated routing tree on the proposed
protocol energy efficiency, we initially executed the proposed
protocol using the clustering algorithm only (no relay nodes were
used). Tables 4 and 5 show the average (mean) of the average
energy consumed by node (in joules) for 5 runs of the protocols
along with their standard deviations (SD) for both the scenarios
WSN#1 and WSN#2. It is clearly shown that TPSO-CR has the
lowest average consumed energy. However, it has more fluctua-
tions around the average.

Figures 5 and 6 show the comparison of the proposed algo-
rithm and other protocols in terms of the network throughput in
WSN#1 and WSN#2 respectively. Throughput is defined as the
number of data packets successfully received at the BS. Using the
number of aggregated packets delivered to the BS is not accurate,
since many packets result from the aggregation process of many
raw packets collected from the cluster members. In this paper, the
number of the raw packets is used to calculate the throughput at
the BS. We present the results at 99% confidence interval. It can be
observed that the proposed protocol significantly outperforms the

other protocols in terms of network throughput as shown in
Figs. 5 and 6.

Now, we show the effect of using relay nodes for multi-hop data
transmission on the proposed protocol energy efficiency. Figures 7
and 8 show the comparison of the proposed algorithm and other
protocols in terms of the average energy consumed by node (in joules)
in WSN#1 and WSN#2 respectively. We present the results at 99%
confidence interval. It was noted that, in the case of sparsely deployed
WHSN, the average energy consumed per node in TPSO-CR is higher
than LEACH-C, GA-C and PSO-C. This is mainly due to an increase in
the number of active nodes during any round. This increase is caused
by the adding more nodes to act as relay nodes since the number of
CHs is small and their transmission range is limited. As the sensor
density increases, the number of CHs that cover the same area
increases. At the same time, the routing algorithm favors the inter-
cluster communication between the CHs. This caused the average
consumed energy for TPSO-CR to be relative to that of LEACH-C, GA-C
and PSO-C in densely deployed WSN.

It was also noted that much higher energy consumption was
recorded in LEACH, EHE-LEACH and EEHC. The reason behind that is
the non-clustered nodes which are left unattended without any
sleeping schedule. Hence, they are consuming energy even if their
nodes are in the idle state. Theoretically, LEACH-C, GA-C and PSO-C
cluster all the network nodes and thus give each node a sleep
schedule depending on its TDMA turn to transmit. This caused both
protocols to have lower energy consumption compared to that of
LEACH type protocols. For TPSO-CR, any non-clustered node is set to
sleep during the whole round. Although this should reduce the
energy consumption for TPSO-CR compared to that of other proto-
cols, it is not reflected in Figs. 7 and 8 because the number of non-
clustered nodes is already the minimum in TPSO-CR.

To examine the application-level latency for the aggregated
packets received at the BS, a heterogeneous network of 200 sensor
nodes in an area of 100 m x 100 m was used. The simulation run
for 1000 s (2 rounds) and was repeated using 2 different random
seeds then the average was taken. Table 6 presents the number of
aggregated packets received at the BS for each protocol while
Fig. 9 presents the latency distribution for those packets.

Although TPSO-CR has higher throughput than the other
protocols, it has higher packet latency. For example, Fig. 9 reveals
that, for the competent protocols, over 90% of the received packets
have a maximum latency of 1 ms. For TPSO-CR, only 16% of the
packets have a maximum latency of 1 ms. The reason that TPSO-CR
is experiencing higher latency is because the Medium Access
Control (MAC) layer of each relay node buffers each packet before
transmitting it to the next relay node.
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8. Conclusions and future work

In this paper, the problem of clustering and routing in WSN was
studied. A PSO inspired protocol was proposed to solve that issue.
The protocol runs in two tiers: first one finds the best CHs and
their associative clusters while the second tier solves the problem
of the inter-cluster communication by finding the optimal routing
tree. The protocol was developed and tested under realistic net-
work and energy consumption model. Extensive simulations were
conducted, and the results show that the proposed protocol can
significantly improve the packet delivery rate at both the cluster
heads and the BS, increase network coverage and at the same time
maintain acceptable energy consumption. Furthermore, the pro-
tocol does not assume any unrealistic assumptions, for example,
using GPS for location discovery.

Future research directions can be inspired from the reported
results. The protocol can be extended to allow two-hop hierarch-
ical clusters with a threshold on the link quality between any
cluster member and its next hop. This may result in better clusters
quality and maximize the throughput. An adaptive power control
method can also be adapted to enhance the network energy
efficiency.
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