

**تشخیص آفلاین کاراکتر عربی :**

**آخرین پیشرفت**

**چکیده**

شبیه سازی ماشین خواندن انسان، برای تقریبا سه دهه موضوع تحقیقات فشرده ای بوده است. تعداد زیادی از مقالات و گزارشات پژوهشی در مورد کاراکترهای لاتین، چینی و ژاپنی منتشر شده است. با این حال، کار کمی در مورد تشخیص خودکار کاراکترهای عربی به دلیل پیچیدگی متن چاپ شده و دست نوشته انجام شده است و این مشکل هنوز هم یک میدان تحقیقاتی باز است. هدف اصلی این مقاله، ارائه حالت عربی پژوهش تشخیص کاراکتر در سراسر دو دهه گذشته است.

**کلمات کلیدی**: تقسیم بندی، تشخیص دست خط، تشخیص آفلاین، کاراکترهای عربی، مدل های مخفی Markov، طبقه بندهای شبکه عصبی، استخراج ویژگی، تشخیص کاراکتر نوری

**1. مقدمه**

سیستم های تشخیص کاراکتر می توانند به طور فوق العاده به پیشرفت فرآیند اتوماسیون کمک نمایند و می توانند تعامل بین انسان و ماشین را در بسیاری از کاربردها، از جمله اتوماسیون اداری، تأیید بررسی و انواع زیادی از بانکداری، کاربردهای کسب و کار و ورود اطلاعات بهبود ببخشند.

روش های مختلف پوشش داده شده تحت اصطلاح کلی تشخیص کاراکتر در دو دسته آنلاین یا آفلاین قرار می گیرند که هر یک دارای الگوریتم های تشخیص و سخت افزار خاص خود هستند

در سیستم های تشخیص کاراکتر آنلاین، کامپیوتر، نمادها را زمانی که ترسیم می شوند، تشخیص می دهد. (1-4) رایج ترین سطح نوشتن، تبلت دیجیتالی است که از طریق یک قلم خاص در تماس با سطح تبلت عمل می کند و مختصات نقاط ترسیم شده را در یک فرکانس ثابت ساطع می کند. قطع تماس، انتقال یک کاراکتر خاص را بی درنگ برانگیخته می کند. بنابراین، ثبت بر روی تبلت، موجب تولید رشته های مختصات از هم جدا شده توسط علائم می شود، زمانی که قلم دیگر سطح تبلت را لمس نمی کند.

تشخیص آنلاین دارای چند ویژگی جالب است. اول، تشخیص به جای تصاویر دو بعدی، همانند مورد تشخیص آفلاین، بر روی داده های یک بعدی انجام می شود. خط نوشتن با دنباله ای از نقاط نمایش داده می شود که محل آن، یک تابع از زمان است. این کار دارای نتایج متعدد مهمی است:

● نظم نوشتن در دسترس است و می توان آن را توسط فرایند شناسایی استفاده نمود.

● خط نوشتن، هیچ عرضی ندارد.

● اطلاعات زمانی، مانند سرعت نیز می تواند در نظر گرفته شود.

● علاوه بر این، بلند کردن های قلم می تواند در فرآیند تشخیص مفید باشد.

در میان سیستم های آنلاین که کاراکترهای جدا شده عربی را تشخیص می دهد، چندین روش را می توان در مراجع یافت (5) - (11). (Amin) (12) سه روش را برای تشخیص آنلاین کلمات خط شکسته عربی دست نوشته معرفی نموده است. اولی یک روش ساختاری (13) بر اساس بخش بندی کلمه به کاراکترها است. سپس کاراکترها با استفاده از روش شبیه به روش کاراکترهای جدا شده تشخیص داده می شوند. (15) تشخیص کلمه با ساخت همه کلمات ممکن، با دنبال نمودن هر مسیر در گراف هم ارزی شبکه کار می کند. نمودارهای دودویی (14) نیز برای کنار گذاشتن ترکیب فاقد شرایط لازم از حروف استفاده می شوند. روش دوم، روشی نحوی (15) بر اساس تقسیم بندی کلمات به شکل های هندسی اولیه مانند منحنی ها و تکان ها است. یک اتوماسیون، شکلهای هندسی اولیه را به یک لیست از کاراکترهای تشکیل دهنده کلمه تبدیل می نماید: (16، 17) هر کلمه با توجه به بردار از برخی از پارامترهای از پیش تعیین شده مشخص می شود: در نهایت، روش سوم از یک رویکرد کلی استفاده می کند. علاوه بر این، به منظور ارتقای نرخ تشخیص، یک تحلیلگر نحوی و معنایی که ساختار گرامری و معنای جمله عربی را تایید می نماید، است استفاده می شود. (18)

Al-Emmami و Usher (19)، یک سیستم را برای تشخیص آنلاین کلمات دست نویس عربی ارائه نمودند. کلمات به تکان هایی مبتنی بر روش پیشنهادی توسط Belaid تقسیم می شوند. (20) در فرایند یادگیری اولیه، مشخصات تکان ها از هر کاراکتر به سیستم تغذیه می شود، در حالی که در فرایند شناسایی، پارامترهای هر تکان یافت می شوند و قوانین خاص برای انتخاب مجموعه ای از تکان ها به کار برده می شوند که به بهترین شکل با ویژگی های یکی از کاراکترهای ذخیره شده مطابقت می یابند. با این حال، چند کلمه در فرآیند یادگیری و آزمایش مورد استفاده قرار می گیرند که عملکرد سیستم را سوال برانگیز می سازد.

تشخیص آفلاین، پس از اینکه نوشتن یا چاپ کامل می شود، انجام می شود. تشخیص کاراکتر نوری، OCR، (21-29) با تشخیص کاراکترهای نوری پردازش شده به جای تشخیص کاراکترهای مغناطیسی پردازش شده سرو کار دارد. در یک سیستم معمولی OCR، کاراکترختی ورودی خوانده می شوند و توسط یک اسکنر نوری دیجیتالی می شوند.سپس هر کاراکتر موقعیت یابی و بخش بندی می شود ماتریس حاصل به یک پیش پردازنده برای صاف کردن، کاهش نویز، و نرمالسازی اندازه تغذیه می شود. تشخیص آفلاین را می توان به عنوان کلی ترین مورد در نظر گرفت: هیچ دستگاه خاصی برای نوشتن لازم نیست و تفسیر سیگنال، همانند این مورد در تشخیص انسان، مستقل از تولید سیگنال است.

در طول سه دهه گذشته، بسیاری از روش های مختلف توسط تعداد زیادی از دانشمندان به منظور تشخیص کاراکترها بررسی شده است. انواع روش ها پیشنهاد شده است و توسط محققان در نقاط مختلف جهان آزمایش شده، از جمله روش های آماری، (30-32) روش ساختاری و نحوی، (33-35)، شبکه های عصبی، (36-38) سیستم های خبره (39- 41) و یادگیری ماشین. (42-44)

بسیاری از مقالات با تشخیص کاراکترهای لاتین، چینی و ژاپنی مرتبط هستند. با این حال، اگر چه تقریبا یک سوم از یک میلیارد نفر در سراسر جهان، در چند زبان مختلف، از کاراکترهای عربی برای نوشتن استفاده می نماید، پیشرفت تحقیقاتی کمی، به صورت آنلاین و آفلاین برای تشخیص خودکار کاراکترهای عربی به دست آمده است. این یک نتیجه از عدم حمایت کافی از نظر بودجه، و کاربردهای دیگر مانند پایگاه داده های متن عربی، واژه نامه، و غیره و البته به دلیل ماهیت خط شکسته قوانین نوشتن آن است.

اگر چه نظرسنجی های دیگر با هر دوی کاراکترهای آنلاین و آفلاین عربی بررسی شده اند، (45-47) این مقاله تلاش می کند تا به طور خلاصه همه کارهای انجام شده در دو دهه گذشته را تنها در مورد سیستم های آنلاین در تلاش برای اشاره دقیق به حوزه های دقیق که باید با آنها مقابله شود، خلاصه نماید. ادامه این مقاله به شرح زیر سازماندهی شده است: بخش 2 به بررسی برخی از ویژگی های اساسی نوشتن عربی می پردازد. بخش 3 روش های مختلف برای تقسیم بندی و استخراج ویژگی را پوشش می دهد و روش های مختلف اتخاذ شده برای تشخیص را ارائه می دهد. در نهایت، نتایج در بخش 4 ارائه شده است.

**2. مشخصات کلی نوشتن عربی**

مقایسه ویژگی های مختلف از متون زبان های عربی، لاتین، عبری و هندی در جدول 1 بیان شده است. عربی از راست به چپ نوشته می شود. متن عربی (با دستگاه چاپ و یا دست نوشته) به صورت خط شکسته است و حروف عربی به طور معمول به خط پایه متصل می شوند. نشان داده خواهد شد که این قابلیت اتصال در فرآیند تقسیم بندی مهم است. برخی از متون چاپی ماشین و دست نوشته، خط شکسته نیستند، اما بسیاری از متون عربی اینگونه هستند، و در نتیجه تعجب آور نیست که میزان تشخیص کاراکتر عربی کمتر از کاراکترهای ناپیوسته مانند چاپ به زبان انگلیسی است.



جدول 1. مقایسه متون مختلف

نوشتن عربی شبیه به زبان انگلیسی است که در آن از حروف (که از 29 حرف اساسی تشکیل شده است)، اعداد، علائم نقطه گذاری، و همچنین فضاها و نماد های خاص استفاده می شود. با این حال، با نشان دادن حروف صدادار از عربی با بهره گیری از نشانه گذاری های مختلف حروف، از انگلیسی متفاوت است. حضور و عدم حضور تفکیک واکه نشان دهنده معانی متفاوت است که در غیر این صورت همان کلمه را نشان می دهد. به عنوان مثال، **مدرسه** کلمه عربی برای هر دوی "مدرسه" و "معلم" است. اگر کلمه جدا شود، تفکیک کننده ها، برای تمایز بین دو معنی امکان پذیر، ضروری هستند. اگر این در یک جمله رخ می دهد، اطلاعات متنی ذاتی در جمله را می توان برای پی بردن به معنای مناسب استفاده نمود. در این مقاله، موضوع تفکیک واکه در نظر گرفته نشده است، زیرا برای نوشتن عربی، به کار نگرفتن این تفکیک ها، رایج تر است. تفکیک کننده تنها در نسخه های خطی قدیمی و یا در مناطق بسیار محدود یافت می شوند.

الفبای عربی به صورت عددی توسط یک کد تبادل ارتباطات استاندارد تایید شده توسط سازمان استاندارد و علم اوزان ومقادیر عرب (ASMO) ارائه شده است. شبیه به کد استاندارد آمریکایی برای تبادل اطلاعات (ASCII)، هر کاراکتر در کد ASMO توسط یک بایت نشان داده می شود. حرف انگلیسی دارای دو شکل ممکن است، بزرگ و کوچ. کد ASCII، نمایش جداگانه برای هر دوی این اشکال را را فراهم می کند، در حالی که حرف عربی تنها یک نمایش در جدول ASMO دارد. با این حال، نمی توان گفت که حرف عربی تنها یک شکل دارد. در مقابل، یک نامه عربی می تواند بسته به موقعیت نسبی آن در متن دارای چهار اشکال مختلف باشد. به عنوان مثال، حرف (**ع** A'in) دارای چهار شکل مختلف است: در آغاز کلمه (قبل از یک فاصله)، در وسط کلمه (بدون فضای اطراف آن)، در پایان کلمه (به دنبال فاصله)، و به صورت جداگانه (قبل از حرف متصل نشده و بعد از آن فاصله). این چهار امکان در شکل 1 نشان داده شده است.

جدول 2، نشان دهنده اشکال مختلف کاراکترهای عربی در موقعیت های مختلف از کلمه است.

علاوه بر این، کاراکترهای مختلف عربی ممکن است دقیقا دارای یک شکل باشند، و تنها با اضافه نمودن یک کاراکتر مکمل از یکدیگر متمایز می شوند. (کاراکترهای مکمل: بخشی از یک کاراکتر که برای تکمیل یک کاراکتر عربی مورد نیاز است). اینها معمولا یک نقطه، یک گروه از نقطه ها و یا زیگزاگ (حمزه) هستند. اینها ممکن است در، بالا، و یا زیر خط پایه به نظر برسند وبه طور متفاوت، به عنوان مثال، بالا، پایین و یا در محدوده کاراکتر قرار گیرند. شکل 2، دو مجموعه از کاراکترها را نشان می دهد که اولین مجموعه دارای پنج کاراکتر و مجموعه دیگر سه کاراکتر دارد. واضح است که هر مجموعه شامل کاراکترهایی می شود که تنها به واسطه موقعیت و / یا تعداد نقاط مرتبط با آن متفاوت هستند. شایان ذکر است که هرگونه ساییدگی یا حذف این کاراکترهای مکمل منجر به ارائه اطلاعات نادرست کاراکتر می شود. از این رو، هر الگوریتم نازک شدن باید به طور موثر با این نقاط برای تغییر ندادن هویت کاراکتر مقابله نماید.



شکل. 1. اشکال مختلف حرف عربی 'A' در '.

نوشتن عربی خط شکسته است و به گونه ای است که کلمات با فاصله از هم جدا می شوند. با این حال، یک کلمه را می توان به واحدهای کوچکتر به نام زیرکلمه ها (بخشی از یک کلمه شامل یک یا چند کاراکتر متصل بیشتر) تقسیم نمود. برخی از کاراکترهای عربی با کاراکترهای پشت سر هم قابل اتصال نیستند. بنابراین، اگر یکی از این کاراکترها در یک کلمه وجود داشته باشد، آن کلمه را به دو زیرکلمه تقسیم می کند. این کاراکترها تنها در دم زیرکلمه به نظر می رستد، و کاراکتر بعدی، سر زیرکلمه بعدی را تشکیل می دهد. شکل 3 سه کلمه عربی با یک، دو و سه زیرکلمه را نشان می دهد. اولین کلمه متشکل از یک زیرکلمه است که دارای نه حرف می باشد؛ دومی دارای دو زیرکلمه با سه و یک حرف است. آخرین کلمه شامل پنج زیرکلمه است که هر کدام شامل تنها یک حرف می باشد.

نوشتن عربی می تواند، به طور کلی، به سبک های تایپ شده (نسخ)، دست نوشته (Ruq'a) و هنری (و یا تزئینی خوشنویسی، Kufi، خط دیوانی، سلطنتی، و خط ثلث) طبقه بندی شود همانطور که در شکل 4 نشان داده شده است. سبک های دست نویس و تزئینی معمولا شامل ترکیبات عمودی از کاراکترها به نام دو يا چند حرف‌ متصل‌ بهم‌ می شود. این ویژگی، تعیین مرزهای کاراکترها را دشوار می سازد. علاوه بر این، کاراکترها با یک فونت دارای اندازه های مختلف هستند (یعنی، مثال کاراکترها ممکن است دارای عرض های مختلف باشند، حتی اگر دو کاراکتر دارای فونت و نقطه اندازه یکسان باشند). از این رو، تقسیم بندی کلمه بر اساس عرض اندازه ثابت را نمی توان برای عربی استفاده نمود.

**3. تشخیص کاراکترهای عربی**

دو استراتژی وجود دارند که برای تشخیص کاراکتر عربی چاپی و دست نوشته استفاده می شوند. اینها را می توان به شرح زیر طبقه بندی نمود:

(1) استراتژی های جامع گرا که در آن تشخیص در سطح کلی بر اساس ارائه کلی کلمات است و در آن هیچ تلاشی برای شناسایی کاراکترهای جداگانه وجود ندارد. این استراتژی ها در اصل برای تشخیص گفتار معرفی می شوند و می توانند به دو رده تقسیم شوند:

(1. 1) روش های مبتنی بر اندازه گیری های فاصله با استفاده از برنامه نویسی پویا. (48، 49)

(1. 2) روش های مبتنی بر چارچوب احتمالاتی (مدل های مخفی Markov). (50-55)

(2) استراتژی های تحلیلی که در آن کلمات به عنوان یک کل در نظر گرفته نمی شوند، بلکه به عنوان توالی از واحدهای اندازه کوچک در نظر گرفته می شوند و تشخیص به طور مستقیم در سطح کلمه انجام نمی شود، بلکه در سطح میانی با این واحدها برخورد می شود، که می تواند حروف الفبا، بخش ها، شبه حروف، و غیره باشد (47، 56، 57)

**3.1. تقسیم بندی کلمه**

مرحله تقسیم بندی، یک گام ضروری در تشخیص متن عربی چاپ شده است. هر گونه خطا در بخش بندی شکل اولیه از کاراکترهای عربی، ارائه متفاوتی از جزء کاراکتر را تولید خواهد نمود. دو روش برای بخش بندی کلمات عربی چاپی و دست نوشته در کاراکترهای فردی استفاده می شود: بخش بندی های صریح و ضمنی:

(1) تقسیم بندی ضمنی (تقسیم بندی مستقیم): در این روش، کلمات به طور مستقیم به حروف تقسیم می شوند. این نوع از تقسیم بندی معمولا با قوانینی طراحی می شود که برای شناسایی تمام نقاط تقسیم بندی کاراکتر تلاش می نماید.

(2) تقسیم بندی صریح: در این مورد، کلمات از نظر خارجی به شبه حروف تقسیم بندی می شوند که پس از آن به صورت جداگانه تشخیص داده می شوند. این رویکرد معمولا به دلیل پیچیدگی فزاینده پیدا کردن فرضیه های کلمه مطلوب گران تر است.

در تمام کاراکترهای چاپی عربی، عرض در یک نقطه اتصال بسیار کمتر از عرض کاراکتر است. این ویژگی در استفاده از روش تقسیم بندی پایه ضروری است. (56، 57، 59) خط مبنا یک خط میانی در کلمه عربی است که در آن تمام ارتباطات بین کاراکترهای پی در پی رخ می دهند. اگر یک طرح عمودی برای پیکسل ها دوسطحی روی معادله کلمه انجام شود (1)]،



که در آن  یا صفر یا یک است و i، j به ترتیب شاخص سطر و ستون است، نقطه اتصال دارای مجموع کمتر از مقدار متوسط (AV) [معادله (2)] است



و در آن Nc تعداد ستون است و Xj تعداد پیکسل های سیاه ستون j ام است.

جدول 2. الفبای پایه برای کاراکترهای عربی و اشکال آنها در موقعیت های مختلف در کلمه



از این رو، هر بخش با مقدار مجموع بسیار کمتر از AV باید یک مرز بین کاراکترهای مختلف باشد. با این حال اگر هیستوگرام تولید شده از طرح عمودی از شرط معادله (3) پیروی نکند، این کاراکتر، بخش بندی نشده باقی می ماند، همانطور که در شکل 5 نشان داده شده است.

با بررسی کاراکترهای عربی، می توانیم دریابیم که فاصله بین قله های پی در پی، از یک سوم عرض کاراکتر عربی تجاوز نمی کند. یعنی





شکل. 2. کاراکترهای عربی متفاوت تنها با توجه به موقعیت و تعداد نقاط مرتبط.



شکل. 3. کلمات عربی با زیرکلمه های تشکیل دهنده.

که در آن  فاصله بین قله k ام و قله K + 1، و  عرض کلی کاراکتر است.

علاوه بر این، در پایان یک کلمه یا یک زیرکلمه، معادله (4) نیز برقرار است.



که در آن  قله k ام در هیستوگرام است. این قانون به دلیل درون اتصال کاراکترهای عربی و اشکال آنها در پایان یک کلمه است.

این رویکرد به شدت به یک مقدار آستانه از پیش تعریف شده مربوط به عرض کاراکتر بستگی دارد. علاوه بر این، این روش به طور موثر برای تصاویر اریب کارنخواهد کرد.



شکل. 4. سبک ها و فونت های مختلف برای نوشتن متن عربی.

Almuallim و Yamaguchi (57) یک تکنیک تشخیص ساختاری را برای کلمات دست نویس عربی ارائه نمودند. سیستم آنها شامل چهار مرحله می شود. اولی، پیش پردازش، که در آن کلمه نازک می شود و خط وسط کلمه تشخیص داده می شود. از آنجا که بخش بندی یک کلمه خط شکسته به حروف دشوار است، کلمات به تکان های جداگانه تقسیم بندی می شوند و به عنوان کاراکترهای مکمل، تکان ها با یک حلقه و تکان ها بدون حلقه طبقه بندی می شوند. سپس این تکان ها با استفاده از خواص هندسی و توپولوژیک آنها طبقه بندی می شوند. در نهایت، موقعیت نسبی تکان های طبقه بندی شده مورد بررسی قرار می گیرند، و تکان ها در مراحل مختلف در رشته ای از کاراکترها که نشان دهنده کلمه تشخیص داده شده است ترکیب می شوند. خرابی های سیستم در اکثر موارد به دلیل تقسیم بندی نادرست کلمات رخ می دهد.

تقسیم بندی نیز با دنبال کردن خط واصل بیرونی (60) از یک کلمه معینو محاسبه فاصله بین نقاط کرانی از تقاطع خط واصل با یک خط عمودی به دست می آید. این تقسیم بندی بر اساس یک اسکن افقی از راست به چپ خط واصل بسته با استفاده از پنجره قابل تنظیم با عرض W می باشد. برای هر موقعیت از پنجره، فاصله عمودی میانگین  در سراسر این پنجره محاسبه می شود. در مرز بین دو کاراکتر، شرایط زیر باید رعایت شوند:



شکل. 5. یک مثال از تقسیم بندی کلمه عربی **کثیر** به کاراکترها: (الف) کلمه عربی، (ب) هیستوگرام، (ج) کلمه تقسیم بندی شده به کاراکترها.

(1) . در این مورد، یک منطقه سکوت شناسایی می شود، به این معنی که فاصله عمودی متوسط روی پنجره باید کمتر از یک آستانه از پیش تعیین خاص T باشد.

(2) مرزهای شناسایی باید روی همان خط افقی (خط پایه) قرار گیرد.

(3) هیچ کاراکتر مکمل نباید (در بالا یا زیر خط پایه) در یک منطقه سکوت واقع شوند.

تنظیم مجدد پارامترهای w و T و همچنین ردیابی به سمت عقب ممکن است رخ دهد، اگر تقسیم بندی به یک شکل کاراکتر مردود منجر شود. شکل 6 چند نمونه از این روش نشان می دهد.

El-Khaly و Sid-Ahmed (61)، یک کلمه نازک شده را به کاراکترها توسط خط مبنای زیر تقسیم بندی نمودند و زمانی که پیکسل ها شروع به بالاتر رفتن کردند یا پایین تر از آن آمدند، کار تشخیص را انجام دادند.

Abdelazim و Hashish (62) از تکنیک پیمودن یک منحنی انرژی (مشابه با مورد استفاده شده در تشخیص گفتار، برای متمایز نمودن سخن صحبت شده از پس زمینه سکوت) استفاده نمودند که نشان دهنده تعداد پیکسل های سیاه در هر ستون از کلمه دیجیتالی برای تقسیم بندی کلمه به کاراکترها است. این منحنی پیموده می شود و یک مقدار آستانه برای موارد اولیه از مناطق سکوت انتخاب می شود.

Shoukry (63) از یک الگوریتم ترتیبی بر اساس اصل ردیابی زمان-ورودی استفاده نمود که بستگی به خواص اتصال متن به دست آمده در حوزه تصویر باینری دارد. این الگوریتم برخی از شباهت ها را به یک الگوریتم ابداع شده توسط Wakayama (64) برای اسکلت بندی تصاویر دودویی دارد.



شکل. 6. کلمات بخش بندی شده عربی و ارتفاعات حد فاصل مربوطه.

سیستم SARAT (65)، حد فاصل های بیرونی را برای بخش بندی یک کلمه عربی به کاراکترها استفاده می نماید. این کلمه، با تعیین نقاط شروع و پایان کلمه، به یک سری از منحنی ها تقسیم می شود. هر گاه حد فاصل بیرونی، علامت را تغییر دهد (از انحنای مثبت به منفی) یک کاراکتر تقسیم بندی می شود.

Kurdy و Joukhadar (66) از تابع فاصله فوقانی زیرکلمه استفاده نمودند که مجموعه ای از بالاترین نقاط در هر ستون است. آنها به هر نقطه تابع، یک نشانه را با مقایسه ارتقاع نقطه با این ارتفاع و یک نام رمزی نقطه در سمت راست آن منسوب نمودند. با استفاده از دستور زبان، آنها دنباله ای از نشانه های یک زیرکلمه را برای پیدا کردن نقاط اتصال تجزیه نمودند.

در نهایت، Amin و Al-Sadoun (67، 68) یک تکنیک جدید را برای بخش بندی متن عربی اتخذ نمودند. این الگوریتم را می توان برای هر فونت به کار برد و پوشش کاراکترها را میسر می سازد. دو مشکل عمده با روش تقسیم بندی سنتی که بستگی به خط مبنا دارد، وجود دارد:

(1) همپوشانی کاراکترهای عربی مجاور به طور طبیعی رخ می دهد، شکل 7a را ببینید. از این رو، هیچ خط مبنایی وجود ندارد. (پدیده او در هر دو متن عربی تایپ شده و دست نوشته رایج است.

(2) ارتباط بین دو کاراکتر اغلب کوتاه است. بنابراین، قرار دادن نقاط تقسیم بندی، یک کار دشوار است. در بسیاری از موارد، نقاط تقسیم بندی بالقوه در یک کاراکتر قرار خواهد گرفت، نه بین کاراکترها.

کلمه شکل 7a با استفاده از یک تکنیک خط مبنا تقسیم شده است. شکل 7b نشان دهنده تقسیم بندی مناسب است و نتیجه روش تقسیم بندی جدید در شکل 7c نشان داده شده است.

روش جدید را می توان به چهار مرحله اصلی تقسیم نمود. اولی، مرحله دیجیتالی نمودن است که در آن تصویر اصلی به یک تصویر باینری با استفاده از یک اسکنر (300 نقطه در اینچ) تبدیل می شود. دوم، یک مرحله پیش پردازش است که در آن کلمه عربی با استفاده از یک الگوریتم نازک شدن موازی نازک می شود. سوم، اسکلت تصویر از سمت راست به چپ با استفاده از یک پنجره 33x ترسیم می شود و یک درخت دودویی ساخته می شود. کد Freeman (69) برای توصیف شکل اسکلت استفاده می شود. در نهایت، درخت دودویی به زیردرخت ها تقسیم می شود به طوری که هر یک از زیر درخت ها، یک کاراکتر را در تصویر توصیف می نماید.



شکل. 7. مثال از یک کلمه عربی **محمد** و تکنیک های مختلف تقسیم بندی.

**3.2 استخراج و تشخیص ویژگی**

مشخص شده است که ویژگی ها، کوچکترین مجموعه ای را که می تواند برای مقاصد تمایز و برای شناسایی منحصر به فرد برای هر یک از کاراکترها استفاده شود نشان می دهند. ویژگی ها را می توان به دو دسته طبقه بندی نمود:

(1) ویژگی های موضعی که معمولاً هندسی هستند (به عنوان مثال بخش های مقعر / محدب، نوع اتصالات: اتصالات تقاطع / T- / نقطه پایانی، و غیره).

(2) ویژگی های کلی که معمولا توپولوژیک (اتصال، تعدادی از قطعات متصل شده، تعداد حفره، و غیره) و یا آماری (تبدیل فوریه، لحظات ثابت، و غیره) هستند.

Nouh و همکاران. (70) یک مجموعه کاراکتر عربی استاندارد را برای تسهیل پردازش کامپیوتری کاراکترهای عربی پیشنهاد نمودند. در این کار، سیزده ویژگی، و یا رادیکال، که نشان دهنده بخش هایی از کاراکترها است، توسط بازرسی انتخاب می شوند. تشخیص بر اساس یک درخت تصمیم گیری و یک اندازه گیری همبستگی قوی است. عیب سیستم پیشنهادی، این فرض است که کاراکترهای دریافتی با توجه به قوانین استاندارد مشخص شده تولید می شوند.

Parhami و Taraghi (71) یک تکنیک را برای خودکار شناسایی متن فارسی چاپی (که شبیه به متن عربی است) ارائه نمودند. نویسندگان، ابتدا با شناسایی یک سری از نقاط اتصال بالقوه روی خط مبنا که در آن ضخامت خط از یا به ضخامت خط مبنا تغییر می کند، زیرکلمه را به کاراکترها تقسیم بندی نمودند. اگر چه آنها برخی از قوانین را برای کاراکترها در پایان زیرکلمه دست نخورده نگهداشتند، برخی از کاراکترهای گسترده تر (به عنوان مثال **س**) به سه بخش تقسیم بندی نمودند. سپس آنها بیست ویژگی ها را مبتنی بر برخی از خواص هندسی از علامت فارسی برای ساخت یک بردار 24 بیتی انتخاب نمودند که با ورودی های یک جدول که در آن مطابقت دقیق در ابتدا بررسی می شود، مقایسه می شود. این سیستم به شدت وابسته به فونت است و انتظار می رود که فرایند تقسیم بندی نتایج نادرست را در برخی موارد ارائه دهد.

جدول مراجعه برای تشخیص کاراکترهای عربی دست نوشته جدا شده استفاده می شود. (72) در این روش، کاراکتر در یک فریم قرار داده می شود که به شش مستطیل تقسیم می شود و یک الگوریتم ردیابی حد فاصل برای کدنویسی حدفاصل به عنوان مجموعه ای از بردارهای جهتی با استفاده از یک کد Freeman استفاده می شود. با این حال، این اطلاعات برای تعیین کاراکترهای عربی کافی نمی باشد، بنابراین اطلاعات اضافی مربوط به تعداد نقاط و موقعیت آنها اضافه می شود. در صورتی که هیچ تطبیقی وجود نداشته باشد، این سیستم، بردار ویژگی را به جدول اضافه می کند و آن کاراکتر را به عنوان یک ورودی جدید در نظر می گیرد.

Amin و Masini (56) یک رویکرد ساختاری را برای تشخیص متن عربی چاپی اتخاذ نمودند. کلمات و زیرکلمه ها با استفاده از روش خط مبنا به کاراکترها تقسیم می شوند. ویژگی هایی از قبیل میله های عمودی و افقی از کاراکتر با استفاده از تصویرسازی های افقی و عمودی استخراج می شوند. چهار درخت تصمیم گیری انتخاب شده با توجه به موقعیت کاراکتر درون کلمه استفاده می شود که توسط فرآیند تقسیم بندی محاسبه شده است. ساختار چهار درخت تصمیم گیری، جستجوی سریع را برای کاراکتر مناسب میسر می سازد. علاوه بر این، درختان در کاراکتر متمایز که دارای یک شکل هستند اما در موقعیت های مختلف در یک کلمه به نظر می رسند استفاده می شوند.

Amin و Mari (57) یک تکنیک جدید را برای یک متن عربی چند فونتی که شامل تشخیص کاراکتر و کلمه می شود پیشنهاد نمودند. یک کاراکتر توسط یک فرآیند اسکن افقی (شکل 8) به بسیاری از بخش ها تقسیم می شود. به این ترتیب، بخش ها برای تشکیل یک شکل پایه از کاراکتر متصل می شوند. بخش های غیرمتصل با هر بخش دیگر، کاراکترهای مکمل در نظر گرفته می شوند. با استفاده از کد Freeman، (69) فرایند تشخیص حد فاصل برای این بخش ها اعمال می شود تا شکل پایه کاراکتر ترسیم شود و یک بردار جهتی را از طریق یک پنجره 22x تولید نماید. سپس یک درخت تصمیم گیری برای تشخیص کاراکتر استفاده می شود. در نهایت، یک الگوریتم Viterbi (73) برای تشخیص کلمه عربی به منظور ارتقای نرخ تشخیص استفاده می شود. مزیت اصلی این روش این است که استفاده از فرآیند یادگیری خودکار میسر می شود.

مطالعه گزارش شده در مراجع (61)، (74) و (75) از توصیف کننده های غیرمتغیر با زمان برای تشخیص کاراکتر بهره گیری می نماید. روش های دیگر شامل مجموعه ای از توصیف کننده های فوریه از توالی های مختصات حدفاصل بیرونی که برای تشخیص استفاده می شود، می باشند. (60) همچنین، در مرجع (76) به هر کاراکتر، یک تابع منطقی تخصیص داده می شود که در آن کاراکترها، وابسته به وجود پیکسل های خاص در یک محل مشخص شده از تصویر، از قبل به چهار گروه طبقه بندی می شوند.



شکل. 8. بخش های اصلی کاراکتر **ن**.

در مرجع (45)، جدول مراجعه برای تشخیص کاراکترهای عربی جدا شده اتخاذ شده است. در این روش، کاراکتر در فریم پنجره قرار داده می شود و برای استخراج برخی از ویژگی ها به پنجره های کوچک تقسیم می شود. این ویژگیها عبارتند از نقاط انتهایی، نقاط تقاطع، گوشه ها، و رابطه بین طول و عرض فریم پنجره. کاراکترها توسط یک ارتباط بین نقاط ویژگی و مکان های آنها در درون فریم پنجره شناسایی می شوند. تشخیص با پیدا کردن یک تطبیق بین کاراکترهای ناشناخته و ورودی ها در یک جدول مراجعه به دست می آید.

برای افزایش نرخ تشخیص یک سیستم OCR، برخی از ویژگی های مورفولوژیکی زبان عربی را می توان مورد استفاده قرار داد. Amin و Al Fedaghi (58، 77)، یک روش را برای تصحیح املای کلمات عربی توصیف نمودند. آنها اشتباهات املایی و کلمات کاملی که دارای برخی از کاراکترهای ناشناخته با استفاده از یک الگوریتم هستند که به فراوانی های ریشه و الگوها به زبان عربی بستگی دارد را تصحیح می نمایند.

Haj Hassan (78، 79) یک روش نحوی-ساختاری را برای تشخیص متن عربی چاپ شده معرفی نمودند. کلمات به کاراکترها با استفاده از یک روش شبیه به روش پیشنهادی در مرجع (71) تقسیم می شوند. سپس شکلهای هندسی اولیه مانند افقی، عمودی، مورب با شیب های مثبت و منفی از کاراکتر استخراج می شوند. این شکلهای هندسی اولیه در منطقه از پیش تعریف شده در داخل کاراکتر تشخیص داده می شوند. در نهایت، زبان های توصیفی (کلمه باینری) برای توصیف کاراکتر استفاده می شوند.

Al-Badr و Haralick (80) یک سیستم تشخیص کلمات عربی چاپی را بدون تقسیم بندی قبلی با استفاده از عملیات مورفولوژی ریاضی در تمام صفحه برای پیدا کردن مکان هایی که در آن شکلهای هندسی اولیه حاضر هستند ارائه می شوند، معرفی نمودند. سپس آنها آن شکلهای هندسی اولیه را در کاراکترها ترکیب نمودند و هویت های کاراکتر و موقعیت آنها بر روی صفحه را چاپ نمودند.

Sano و همکاران. (81) یک رویکرد ساختاری را با استفاده از روابط فازی برای تشخیص کاراکترهای عربی جداشده دست نوشته معرفی نمودند. هر الگوی ورودی توسط نقاط ویژگی به زیر الگوها (تکان ها) تقسیم می شود؛ نقاط پایانی، نقاط شاخه، تقاطعات و حداکثر نقطه انحنا، و غیره. تعداد زیرالگوها، بسته به کاراکتر ورودی از 1 تا 6 متغیر است. سپس این زیرالگو از نظر شباهت با عناصر اولیه (خط راست، دایره و نقطه حروف) ارائه می شوند. این الگوریتم بر روی تعداد کمی از نمونه های دست نوشته آزمایش می شود.

در نهایت، Bouslama (82) یک الگوریتم را بر اساس روش ساختاری و منطق فازی برای تشخیص کاراکترهای چاپی عربی جداسازی شده اتخاذ نمودند. روش ساختاری برای استخراج ویژگی ها از کاراکتر ورودی مانند تعداد تکان ها، قبل و بعد از تقسیم بندی، موقعیت مرکز ثقل هر زیر بخش، نسبت پیکسل سیاه زیر بخش با توجه به تعداد پیکسل های سیاه در اسکلت، کد زنجیره، نسبت طول فاصله بین نقاط نهایی و طول کلی هر زیر بخش، و غیره استفاده می شود. مفاهیم منطق فازی برای مدلسازی هرگونه تفاوت ها و یا عدم قطعیت ها در مقادیر استفاده می شوند تا ارائه بهتر و واقعی تر از این ویژگی ها میسر شود. علاوه بر این، قوانین فازی نیز برای طبقه بندی کاراکتر استفاده می شوند.

**3. 3. طبقه بندهای شبکه عصبی**

در میان کاربردهای بسیاری که برای شبکه های عصبی ارائه می شوند، تشخیص کاراکتر یکی از موفق ترین ها بوده است. در مقایسه با روش های دیگر مورد استفاده در تشخیص الگو، مزایای غالب بیان شده به نفع یک روش شبکه عصبی برای تشخیص الگوی این است که (1) نسبت به روش های دیگر، نیاز به ورودی کمتر از دانش در مورد مشکل دارد (2) قادر به پیاده سازی پارتیشن بندی پیچیده تر از فضای ویژگی است و (3) متمایل به پیاده سازی های پردازش موازی با عملکرد بالا است. با این حال، معایب راه حل های شبکه عصبی، در مقایسه با روش های آماری، شامل (1) مقدار گسترده ای از آموزش مورد نیاز، (2) عملیات کندتر زمانی که به عنوان یک شبیه سازی بر روی یک کامپیوتر معمولی پیاده سازی می شود و (3) در دسترس نبودن درک دقیق از فرایند تصمیم گیری (به عنوان مثال سطوح تصمیم گیری در فضاهای ویژگی) می شود. (83)



شکل. 9. نمایش کامل یک کاراکتر عربی برای لایه ورودی شبکه عصبی.

Amin and Al-Sadoun (84-86) یک رویکرد ساختاری را برای تشخیص کاراکترهای دست نوشته عربی پیشنهاد نمودند. در ابتدا تصویر باینری از کاراکتر با استفاده از یک الگوریتم نازک شدن موازی نازک می شود و سپس اسکلت تصویر از سمت راست ترسیم به چپ با استفاده از پنجره 33x به منظور ساخت یک نمودار برای نشان دادن کاراکتر ترسیم می شود. سپس ویژگی هایی مانند خطوط مستقیم، منحنی ها و حلقه ها از نمودار استخراج می شوند. در نهایت، یک شبکه عصبی مصنوعی پنج لایه برای طبقه بندی کاراکتر استفاده می شود. هر کاراکتر از نظر بخش های استفاده شده در سیستم مانند نقطه، حمزه، خط، منحنی و حلقه طبقه بندی می شود. روابط بین بخش ها در ماتریس شی رابطه –میانی کد گذاری می شوند. طراحی کلی لایه ورودی از 150 نورون استفاده می کند. شکل 9 نمونه ای از ارائه کاراکتر با استفاده از این طرح لایه ورودی را نشان می دهد.

Altuwaijri و Bayoumi (87) یک سیستم را برای تشخیص کلمات عربی چاپی با استفاده از شبکه های عصبی مصنوعی (NN) معرفی نمودند. این سیستم را می توان در سه مرحله مختلف تشریح نمود: اول کلمه ورودی عربی به کاراکترها با استفاده از یک روش شبیه به آنچه در مرجع (56) آمده است تقسیم می شود. در مرحله بعد، شش لحظه برای استخراج ویژگی ها از تغذیه کاراکترهای بخش بندی شده به شبکه عصبی استفاده می شوند. در نهایت، یک شبکه پرسپترون چند لایه با آموزش انتشار بازگشتی با یک لایه پنهان برای طبقه بندی کاراکتر استفاده می شود.

در نهایت، Amin و Mansoor (88) از شبکه های عصبی مصنوعی برای تشخیص متن چاپی عربی استفاده نمودند. این روش را می توان به سه مرحله عمده خلاصه سازی نمود: مرحله اول، پیش پردازش است که در آن تصویر اصلی به یک تصویر باینری با استفاده از یک اسکنر 300 نقطه در اینچ و پس از آن تشکیل جزء متصل تبدیل می شود. دوم، سپس ویژگی های کلی کلمه عربی ورودی مانند تعداد زیرکلمه ها، تعداد قله در زیرکلمه، نوع و تعداد کاراکترهای مکمل، و غیره استخراج می شوند. در نهایت، یک شبکه عصبی مصنوعی سه لایه برای طبقه بندی کلمه استفاده می شود. طراحی کلی لایه ورودی در مجموع از 270 نورون استفاده می کند.

**3. 4. روش های تصادفی**

مدل های Markov پنهان (HMM) در حال حاضر تبدیل به الگوی رایج در تشخیص گفتار خودکارشده است. (89-91) به تازگی، چند محقق در تشخیص دست خط برای پس و پیش کردن فناوری HMM در زمینه آنها پس از تحقق این مورد که تصاویر کلمه را بتوان به توالی مشاهدات جذب نمود، تلاش کرده اند. (92-101) HMM یک خانواده از ابزار را برای مدل سازی فرآیندهای متوالی به شیوه ای آماری و مولد تشکیل داده اند. شهرت آنها ناشی از نتایج به دست آمده در تشخیص گفتار است که عمدتا از وجود روش های آموزش اتوماتیک و مزایای استفاده از چارچوب احتمالاتی استنتاج می شوند.

یک HMM را می توان بدین صورت تعریف نمود: (1) مجموعه ای از حالات {S} ، با یک  حالت اولیه و یک  در حالت نهایی. (2) ماتریس احتمال انتقال،  ، که در آن  احتمال گذار برای گذار از حالت i به حالت j است. (3) ماتریس احتمال خروجی B. برای HMM گسسته،  ، که در آن  نشان دهنده یک نماد مشاهده گسسته است. برای یک HMM مداوم،  ، که در آن x مشاهدات مستمر بردارهای تصادفی K-بعدی را نشان می دهد. اگر توزیع حالت اولیه  ، مجموعه پارامتری کامل از HMM را می توان به طور فشرده به صورت زیر بیان نمود:



یک HMM می تواند بر اساس توزیع های احتمال مشاهده گسسته و یا تابع چگالی احتمال ترکیبی پیوسته باشد. در HMM گسسته، توزیع های احتمال گسسته به اندازه کافی برای توصیف هر رویداد تصادفی با تعداد مناسب از پارامترها قدرتمند هستند. مزیت اصلی HMM پیوسته، توانایی مدلسازی مستقیم پارامترهای سیگنال پیوسته است. یک HMM نیمه پیوسته، یک چارچوب را برای متحد نمودن HMM گسسته و پیوسته را فراهم می کند.

با توجه به تعریف HMM، سه مشکل اساسی مورد نظر وجود دارند که باید برای کاربردهای دنیای واقعی حل شوند: مشکل ارزیابی، مشکل رمزگشایی، و مشکل یادگیری. راه حل های این سه مشکل الگوریتم رو به جلو-رو به عقب، الگوریتم Viterbi، و الگوریتم Baum-Walch هستند. برای جزئیات دقیق تر در تئوری و محاسبه HMM، خوانندگان می توانند به مرجع (102) مراجعه نمایند.

چالش عمده در سیستم های تشخیص نوشتن عربی از ماهیت خط شکسته داده ها ناشی می شود. بنابراین، هیچ یک از سیستم های HMM موجود، در صورت وجود، قادر نیستند که به دقت دست خط خط شکسته دست نوشته عربی نامحدود را تشخیص دهند. با این حال، چند محقق، HMM را روی متن چاپ شده عربی استفاده نمودند.



شکل. 10. HMM مرتبط با واژه: /ala / ayn lam a.

به عنوان مثال، Amin و Mari (57) الگوریتم Viterbi را به منظور ارتقای تشخیص متن چاپی چند فونتی عربی مورد استفاده قرار دادند. پس از وقوع خرابی در تشخیص یک کلمه معین، شبکه فرضیه های کاراکتر با احتمالات آن با استفاده از مدل های مختلف تولید می شود. شکل 10، HMM استفاده شده برای کلمه "ala" را نشان می دهد. تابع چگالی احتمال گسسته (PDF) در هر حالت از مدل کلمه نشان داده شده است. هر قسمت از PDF نشان دهنده احتمال مشاهده یک کاراکتر معین است. این موردتوسط ترکیب فراوانی های هجاهای بی معنی سه حرفی استخراج شده از فرهنگ لغت و امتیاز اعتماد OCR برای هر کاراکتر تعیین می شود. برای هر دنباله از شبکه، این سیستم، دنباله حالت احتمال حداکثر را با استفاده از الگوریتم Viterbi تعیین می کند که احتمال مشترک مشاهده و دنباله حالت را حداکثر می نماید.

Schwartz و همکاران، (53)، یک روش را برای استفاده مجدد از بسته تشخیص گفتار پیوسته موجود (BBN BYBLOS) در متن عربی چاپی معرفی نمودند. این ایده اینست که الگوریتم های HMM برای آموزش و تشخیص، از زبان مستقل هستند؛ تنها داده های آموزش واژگان ممکن است در کاربردهای خود تفاوت ایجاد نمایند. مشابه با گفتاری که در آن داده ها، یک گفته تک پیوسته است، تصویر خط متن به عنوان ورودی برای سیستم استفاده می شود. دنباله مشاهده از بردارهای ویژگی محاسبه شده به عنوان تابعی از موقعیت افقی در این خط تشکیل می شود (شکل 11 را ببینید). یک فریم تعریف شده به عنوان یک نوار عمودی باریک، با یک عرض که کسر کوچکی (به طور معمول در مورد 1/15) از ارتفاع خط است، به 20 سلول با هم متداخل برابر تقسیم می شود. اجزای بردار، مستقل از زبان هستند و ویژگی های ساده مانند شدت محلی، مشتق عمودی و افقی شدت، شیب محلی، و غیره را برجسته می نمایند.

این سیستم از یک HMM راست به چپ برای هر کاراکتر استفاده می کند. یک مدل برای یک کلمه با الحاق مدل های کاراکتر آن به دست می آید. الگوریتم آموزش رو به جلو-رو به عقب برای استخراج برآوردهای احتمال حداکثر پارامترهای مدل استفاده می شود. این الگوریتم با تضمین توزیعات برای خوشه بندی حالات مشابه با آموزش ناکافی و بازآموزی وزن های حالات خوشه تقویت می شود. نویسندگان همچنین دو مدل را مورد استفاده قرار دادند: واژگان (به دست آمده با استفاده از یک مجموعه متن بزرگ) و مدل زبانی. مدل زبانی می تواند یک هجای بی معنی دو حرفی یا هجای بی معنی سه حرفی باشد که حاوی احتمالات کلمات در واژگان می شود. در مرحله تشخیص، یک الگوریتم جستجوی چند پاس (103) به جای الگوریتم Viterbi به دلیل وسعت فضای حالت استفاده می شود. این سیستم برای برای متون چند فونتی با یک پایگاه داده بزرگ عربی منجر به یک نرخ خطای کاراکتر میانگین 1.9% آزمایش شده است.



شکل. 11. استخراج ویژگی برای یک خط از متن.

Mahjoub (53) از یک طرح مرسوم و متداول برای تشخیص آنلاین کاراکترهای جداشده عربی پیروی نمود. هر کاراکتر توسط یک توالی مشاهده، مشخص شده از یک لیست از فواصل شعاعی نرمال نشان داده می شود. در طول آموزش، الگوریتم رو به جلو-رو به عقب برای استخراج حداکثر برآورد چگالی احتمال اعمال می شود.

مشابه با سیستم های تشخیص کاراکتر لاتین، استفاده از 1D-HMM، محدود به مشاهده توالی خطی، برای کلمات عربی، بهترین روش نیست. یک روش جایگزین، بزرگنمایی HMM با تعریف مدل های "دوبعدی" (104-106) است. با این حال، این رویکرد منجر به پیچیدگی نمایی فرآیند تشخیص شد. Kuo و Aggazi (104) یک راه حل را با تقسیم تصویر به باندها (افقی یا عمودی) و مرتبط نمودن 1D-HMM برای هر باند برای این مسئله پیشنهاد دادند. علاوه بر این، مدل های چپ به راست (به نام ثانویه) در جهت افقی به دلیل ثبات کاراکترهای لاتین در این جهت ارائه می شود. علاوه بر این، مدل دیگری در جهت عمودی (به نام حالات فوق العاده اصلی) مشاهده تولید شده توسط مدل افقی را مرتبط می نماید. این معماری جذاب است، با این حال، در شمار مسئله استقلال خطی از حالت فوق العاده قرار می گیرد. چند راه حل در مراجع [104] و [105] پیشنهاد شده است. اولین راه حل، با اضافه کردن یک ماژول یک ماژول پس پردازش با در نظر گرفتن مدت زمان حل و فصل می شود، در حالی که راه حل دوم، محاسبه کلاس های معادل حالت فوق العاده است.



شکل. 12. PAW جدا شده به شش حالات فوق العاده.

در نهایت، Ben Amara و Belaid (55) از یک مدل سازی توزیع طول مدت حالت فوق العاده کارآمد استفاده نمودند. این کاربرد با زنجیره های متصل از کلمات چاپ شده عربی (PAW) سرو کار دارد. باندها با توجه به توپولوژی هر PAW تعیین می شوند. این سیستم از ویژگی های مختلف از جمله: ساقه، نقاط بالا، حلقه، نقطه پایین تر و descender (قسمتى از حروف کوچک که پايين تر از خط شروع مى شوند)، و غیره استفاده می کند. (شکل 12). مشاهده برای مدل های ثانویه از بخش های پی در پی تشکیل شده است که در خطوط یافت می شوند و مدت زمان (طول) و محل آنها را کدنویسی می نمایند. در طول آموزش، تصویر به باندهای عمودی با توجه به مدت زمان و خطوط متعلق به حالات فوق العاده تقسیم می شود. توزیع احتمال مدت زمان توسط برآورد فراوانی ارتفاع باند برای حالت فوق العاده معین محاسبه می شود.

**4. نتایج**

در این مقاله، مسائل مربوط به کاراکترهای عربی چاپ شده و دست نوشته ارائه شد و بسیاری از پژوهش های مهم به طور خلاصه در تلاش برای ارائه وضعیت فعلی پژوهش تشخیص کاراکتر عربی شرح داده شدند. این هنوز هم یک حوزه تحقیقاتی باز است و هنوز هیچ سیستم تجاری عربی OCR در دسترس وجود دارد. این به دلیل مشکل تقسیم بندی است که در واقع شبیه به تقسیم بندی دست خط شکسته در بسیاری از زبان ها، و به دلیل پیچیدگی کاراکترهای عربی است. علاوه بر این، تمام الگوریتم های ارائه شده در این مقاله با متن بی صدا سرو کار دارند و تشخیص تفکیک واکه ها، یک حوزه پژوهش بسیار مهم در زبان عربی است.

با این حال، ارائه نتایج مقایسه ای برای روش پیشنهادی تا کنون بسیار دشوار است. بسیاری از روش های مورد استفاده برای دست خط عربی روی پایگاه های داده کوچک و مختلف ایجاد شده توسط تعداد کمی از مردم مورد آزمایش قرار گرفتند، زمانی که هیچ پایگاه داده عربی رایج در دسترس وجود ندارد. این برای همه روش های مورد استفاده برای کاراکترهای چاپ عربی هم درست است. به همین دلیل است که نتایج در بخش های قبلی که به شرح تکنیک ها اختصاص داده نشده اند، گنجانده نشدند.

همانطور که قبلا گفته شد، هیچ تکنیک محاسباتی حیاتی در این زمینه هنوز به طور کامل بررسی نشده است. به این ترتیب، این زمینه برای تحقیقات آینده از اهمیت زیادی برخوردار است.
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