

**یک بررسی بر پیشرفت های اخیر در پروتکل های لایه انتقال**

**چکیده**

در طول سال­ها، اینترنت با تکنولوژی‌های ارتباطی در دسترس جدید، برای شبکه‌ها و دستگاه‌های ثابت و سیار، رشد چشمگیر از نظر عملکرد، افزایش پایدار نرخ داده‌های دسترس غنی شده است. جامعه پژوهش اینترنت هنوز هم برای تکامل پروتکل‌های لایه انتقال از نظر تطبیق با قابلیت‌های شبکه‌های مدرن، به منظور بهره برداری کامل از مزایای تکنولوژی‌های ارتباطی جدید تلاش می­کند. این مقاله بر نوآوری‌های اصلی مربوط به پروتکل‌های انتقال که اخیرا مطرح شده اند تمرکز میکند، و سه روند پژوهشی اصلی را شناسایی می­کند: (1) تکامل الگوریتم‌های کنترل ازدحام، برای هدف قراردادن عملکرد بهینه در سناریوهای چالش برانگیز، با استفاده از تکنیک‌های یادگیری ماشین؛ (2) پیشنهاد پروتکل‌های انتقال جدید برند، که جایگزینی برای پروتکل کنترل انتقال (TCP) است و در یک فضای کاربری اجرا می­شود؛ و (3) مقدمه ای بر قابلیت‌های چند مسیری در لایه انتقال.

**1. مقدمه**

تکنولوژی‌های ارتباطی که دسترسی و ارتباطات بک هال[[1]](#footnote-1) را به اینترنت فراهم می­کنند از دهه 1980 به بعد، از زمانی که پروتکل‌هایی که بخشی از پشته TCP/IP بوده اند برای اولین بار معرفی شدند، به صورت چشمگیری تغییر کردند [1]–[3]. انتظار می­رود که در سال 2021 ترافیک تولید شده از دستگاه‌های موبایل از ترافیک تولید شده توسط دستگاه‌های دسکتاب و سرور‌ها پیشی بگیرد [4]. استانداردهای ارتباطی جدید مطرح شدند، و در طی چند سال گذشته به بازار وارد شدند. با افزایش تحریک آمیز تقاضای ترافیک وب و چند رسانه ای ها، شبکه‌های موبایل و ثابت به سرعت در حال تکامل هستند. 3GPP NR [5]، با نرخ داده به شدت بالا با تاخیر بسیار کم برای دستگاه‌های 5G آینده همراه است، و به طور مشابه، استاندارد IEEE 802.11 استقرارهای به شدت متراکم و توان عملیاتی چند گیگابایت در ثانیه را هدف قرار می­دهد [8]. دستگاه‌های مدرن قابلیت ارتباط با شبکه‌های ناهمگن را دارا هستند [9]، و شبکه‌های ثابت از تکنولوژی‌های نوری و شبکه‌های نرم افزاری تعریف شده[[2]](#footnote-2) (SDN) برای نرخ‌های بی سابقه و تاخیر کم استفاده می­کنند [10].

قابلیت‌های در حال افزایش شبکه ایجاد نوع جدیدی از اپلیکیشن‌ها را امکان پذیر کرده است، رشد نمایی ترافیک چند رسانه ای یا بلادرنگ [4] بدون پیشرفت‌های تکنولوژیکال اخیر غیر ممکن بوده است. با پیشرفت شبکه به سمت 5G، نوع جدیدی از اپلیکیشن ها، مانند واقعیت افزوده[[3]](#footnote-3) (AR) و واقعیت مجازی[[4]](#footnote-4) (VR) یا رانندگی خودکار، نیازمند شبکه‌های بیشتر و محدودیت‌های کیفیت خدمات (QoS) سفت و سخت تر هستند. این، با افزایش ناهمگونی شبکه ها، نقش پروتکل انتقال را مهم تر، و چالش برانگیز تر کرده است. براستی، عملکرد انتها به انتها و کیفیت تجربه[[5]](#footnote-5) (QoE) کاربران تا حد زیادی به تعامل میان اپلیکیشن ها، لایه انتقال و شبکه اصلی مربوط است [11]. به خصوص، لایه انتقال، که مسئول مدیریت ارتباطات انتها به انتها بر روی چند هاب شبکه است، باید به منظور بهره مندی کامل کاربران از نوآوری‌های فوق الذکر تکامل یابد. به هر حال، تعدادی از فاکتورها یا عامل‌ها مانع از این می­شوند که راه حل‌های جدید در لایه انتقال، در سال‌های اخیر به صورت گسترده پذیرفته شوند، جامعه پژوهشی قصد دارد که با این محدودیت‌ها مقابله کند و راه حل‌های نوآورانه را به منظور تاثیر گذاری قابل توجه بر عملکرد اینترنت شناسایی کند.

به طور خاص، استقرار لایه‌های انتقال جایگزین، مانند پروتکل انتقال کنترل جریان[[6]](#footnote-6) (SCTP) [12]، با استفاده گسترده از جعبه‌های میانی[[7]](#footnote-7) کاهش یافته است [13]، که اغلب بسته‌هایی که از بسته‌های پروتکل کنترل انتقال (TCP) و یا پروتکل دیتاگرام کاربر (UDP) [15] متفاوت هستند را دور می­اندازند. علاوه بر این، سوکت واسط برنامه نویسی اپلیکیشن[[8]](#footnote-8) (API) به صورت جهانی استفاده شده است [16]، بنابراین گزینه‌های رابط بین اپلیکیشن و لایه‌های انتقال را برای آنچه API پشتیبانی می­کند تغییر میدهد. سرانجام، گسترده ترین سیستم‌های عملیاتی توابع انتقال (TCP&UDP) را در کرنل اجرا می­کنند، و استقرار راه حل‌های جدید را سخت می­سازد. این عناصر تعریف می­کنند که چه چیزی مبنای لایه انتقال گفته می­شود [16]، پدیده­ای که محققین و توسعه دهندگان را به سمت استفاده از TCP قدیمی ( برای ترافیک قابل اعتماد و کنترل ازدحام) سوق میدهد، حتی اگر این بهترین پروتکل عملکردی برای مورد استفاده مطلوب نباشد. TCP در برخی از سناریوهای خاص با برخی از مشکلات عملکردی مواجه است، مانند لینک‌های بی سیم با تغییرپذیری بالا [17]، بلاکینگ Head of Line (HoL) با ترافیک وب، و bufferbloat [20].

این بررسی بر سه جهت پژوهش لایه انتقال (پروتکل انتقال جدید، نوآوری‌های کنترل ازدحام، و رویکردهای چند مسیری) که در 15 سال اخیر برای کل مسائل فوق الذکر ظهور کرده اند، تمرکز میکند. پروتکل‌های ازدحام جدید برای هدف قراردادن تاخیر کم و استفاده کامل از پهنای باند پیشنهاد شدند. پروتکل‌های انتقال جدید توسط نیروی کار مهندسی اینترنت (IETF)، با نوآوری‌های فنی مانند قابلیت‌های چند مسیری، برای بررسی واسط‌های متعدد موجود در تلفن‌های هوشمند مدرن، کامپیوترها، و سرورها و اجرای فضای کاربر، برای غلبه بر آنچه که مانع از پذیرش کامل الگوریتم‌های جدید در لایه انتقال می­شود، بحث کردند. بنابراین، در این بررسی، ابتدا پروتکل‌های انتقال جدید اصلی را که توسط IETF از سال 2006 پیشنهاد شدند و استاندارد سازی شدند را بررسی کردیم؛ ما یک بررسی مختصر بر SCTP و پروتکل کنترل ازدحام دیتاگرام (DCCP) ارائه دادیم، و سپس به مبحث‌های دیگر پرداختیم، مانند پروتکل ارتباطات اینترنتی UDP سریع (QUIC). سپس، ما بر پژوهش‌های انجام شده بر کنترل ازدحام نگاهی انداختیم. هر دو مکانیزم‌های جدید را با استفاده از رویکردهای کلاسیک تشریح می­کنیم، مانند پهنای باند گلوگاه و زمان انتشار دور چرخشی[[9]](#footnote-9) (BBR) و تاخیر کم (LoLa) برای TCP، و برخی از پیشنهادات جدید برای استفاده از تکنیک‌های یادگیری ماشین برای کنترل ازدحام. سرانجام، روند سومی که در این بررسی بحث شده است به پذیرش راه حل‌های چند مسیری در لایه انتقال، اساسا با TCP چند مسیره (MPTCP) [25], [26]، مربوط است اما به بسط‌های چند مسیره SCTP [27]، QUIC [28]، و با پروتکل تجمعی انتها به انتهای کنترل تاخیر (LEAP) مربوط است.

هدف ما در این بررسی ارائه نقطه نظرهای جامع در پژوهش‌های به روز پروتکل‌های انتقال برای خواننده‌های علاقمند است، نقطه نظرهایی که در دیگر بررسی‌های اخیر که بر استخراج، انتقال‌های چند مسیره، یا الگوهای کنترل ازدحام برای MPTCP یا در مراکز داده تمرکز می­کنند، دیده نمی­شود.

باقی مقاله به شرح زیر سازمان یافته است. در بخش 2 مسائل و محدودیت‌های اصلی پروتکل‌های انتقال را در شبکه‌های مدرن تشریح کردیم. در بخش 3 سه پروتکل انتقال به تازگی پیشنهاد شده را تشریح کردیم. در بخش 4 آخرین پروپوزال‌ها از نظر الگوریتم‌های کنترل ازدحام را برای TCP و دیگر پروتکل‌های انتقال گزارش کردیم، و آن‌ها را به به عنوان الگوریتم‌های مبتنی بر گم شدن بسته، تاخیر یا ظرفیت دسته بندی کردیم. ما بر مکانیزم‌های ترکیبی، الگوریتم‌های مبتنی بر یادگیری ماشین و رویکردهای بین لایه­ای بحث کردیم. در بخش 5 بر رویکردهای متفاوت برای پروتکل‌های انتقال چند مسیره اخیرا پیشنهاد شده بررسی‌هایی انجام دادیم. سرانجام بخش 6 نتیجه گیری مقاله است و جهات پژوهشی آینده را مطرح میکند. یک لیست جامع از کلمات اختصاری نیز در پایان مقاله آورده شده است.

**2. محدودیت‌های لایه انتقال در شبکه‌های مدرن**

همانطور که در بخش 1 گفته شد، پروتکل‌های لایه انتقال یک دیدگاه ارتباطی انتها به انتها دارند؛ آن‌ها هر هاب را به صورت انفرادی در نظر نمی­گیرند، اما تنها یک پیوند منطقی بین دو نقطه انتهایی در نظر می­گیرند. به همین دلیل، مهم ترین لینک­ها در ارتباط آهسته ترین لینک­ها هستند، که اصطلاحا به آن‌ها گلوگاه گفته می­شود. سرویس ارائه شده توسط TCP، پروتکل انتقال استاندارد بالفعل، می­تواند به عنوان یک لوله واحد با ظرفیت لینک گلوگاه و یک زمان دور چرخشی (RTT) اصلی مدل شود، مانند زمان از لحظه ای که فرستنده یک بسته را ارسال میکند تا زمانی که تایید متناظر آن را دریافت کند است.

به هر حال، ویژگی‌های خاص لینک‌های منفرد و رفتار لایه‌های پایین تر بر رفتار TCP، و موارد دیگر پروتکل انتقال تاثیر دارد: چندین ویژگی‌ لینک شامل ارتباطات انتها به انتها (مانند تاخیر، گم شدن بسته، وضعیت بافر و اندازه، نوسانات ظرفیت است) که می­تواند بر عملکرد لایه انتقال تاثیر گذارد [34]. به منظور غلبه بر این مسئله، مکانیزم‌های کنترل ازدحام پیچیده تری پیشنهاد شدند، که فراتر از اصل افزایش جمعی کاهش ضربی[[10]](#footnote-10) (AIMD) ساده هستند. ما فلسفه‌های طرح اصلی را در بخش 4 به صورت دقیق تر توضیح می­دهیم. در حقیقت، محققین در مورد استفاده گسترده از TCP به عنوان یک راه حل مناسب برای همه سوال پرسیدند، چرا که همه این فاکتورها باعث شوند که مسائل عملکردی بیشتری بروز کنند. برخی از این مسائل مسئله‌های اصلی انتزاع لایه انتقال هستند، در حالی که موارد دیگر به ویژگی‌های خاص پروتکل مربوط هستند و می­توانند با طراحی درست پروتکل اجتناب شوند. این بخش یک دیدگاه مختصر بر مهم ترین مسائل ارائه داده است، باقی مقاله نیز به بحث بر راه حل‌های متعددی که برای بررسی این چالش‌ها پیشنهاد شدند تخصیص یافته است.

**Bufferbloat .A**

همانطور که در بخش 4 بحث خواهیم کرد، مکانیزم‌های کنترل ازدحام برای تنظیم مقدار داده ارسال شده از یک دیدگاه انتزاعی بر شبکه اصلی استفاده میکنند. همانطور که در [20] نشان داده شد، این انتزاع در برخی از نمونه در ارائه اطلاعات دقیق در مورد لینک‌های ارتباط دهنده دو هاست با شکست مواجه می­شود و به کاهش عملکرد منجر می­شود. به خصوص، زمانی که بافرهای بزرگ قبل از گلوگاه قرار گیرند، تا از گم شدن بسته‌ها جلوگیری شود، سپس مکانیزم‌های پروب TCP مبتنی بر گم شدن اشغال شدن صف را افزایش می­دهند، بنابراین باعث تاخیر می­شود. علاوه بر این، از انجا که نسخه‌های اجرایی فعلی TCP نرخ ارسال را تا زمانی که اولین بسته گم شود افزایش می­دهند، آن‌ها اغلب ظرفیت کانال را تحت شعاع قرار میدهند، ازدحام را افزایش میدهند و در زمانی که صف پر می­شود باعث انتقال‌های مجدد می­شوند. دیگر پروتکل‌ها مانند QUIC, SCTP, and DCCP نیز با مسئله مشابهی مواجه هستند، چرا که مسئله کنترل ازدحام یک مشکل شایع بافرهای بزرگ است و مسئله ای نیست که به پروتکل مربوط باشد.

این پدیده، که به عنوان Bufferbloat شناخته شده است، QoS اپلیکیشن را کاهش می­دهد، به خصوص زمانی که جریان انتقال ویدیو یا فایل بافر را با جریان‌های مرور وب به اشتراک بگذارند، و این مسئله در سال‌های اخیر با توجه به استراتژی‌های طراحی منع گم شدن بسته بدتر شده است، چرا که این استراتژی‌های بافرهای بزرگی را در ابتدای لینک‌های با ظرفیت دسترسی کم قرار میدهند [35].

پژوهش در این عرصه حل این مسئله را با تکنیک‌های مدیریت صف فعال[[11]](#footnote-11) (AQM) محلی یا جریان انتها به انتها و کنترل ازدحام برای پروتکل‌های انتقال هدف قرار می­دهد.

مسئله، در حالی که تشخیص آن سخت نیست، بدون یک هزینه سربار قابل توجه به سختی حل می­شود [36]. پروتکل کنترل ازدحام در نقطه انتهایی ممکن است متفاوت باشد، و AQM را پیچیده تر کند؛ این اطلاعات اغلب برای روترها هم در دسترس نیستند، به همین دلیل روترها هم ممکن است قادر به پیش بینی دور انداختن بسته‌ها در شرایط ازدحام نباشند، و همین الگوریتم‌ها را به شدت پیچیده تر میکند و نسبت به تنظیم پارامترها حساس تر میکند.

AQM یک ایده تازه نیست: تکنیک‌های بیشماری پیشنهاد شدند، مانند دور انداختن زود هنگام تصادفی[[12]](#footnote-12) (RED)، و ما به خواننده پیشنهاد می­کنیم که برای کسب اطلاعات بیشتر در مورد این موضوع به [36][37] مراجعه کند. با توجه به این پروپوزال‌های بسیار، آن‌ها با پذیرش محدودی مواجه شده اند، که تا حدی با توجه به مسائل ذکر گفته شده بالا در تنظیم پارامترها و هزینه محاسباتی الگوریتم‌ها بوده است [35]. اخیرا، روش‌های جدید و آسان تری برای تنظیم و استقرار الگوهای AQM، مانند مدیریت تاخیر کنترل شده[[13]](#footnote-13)(CoDel)، در محصولات تجاری متعدد پذیرفته شده است. CoDel یک الگوریتم AQM است که تاخیر بافرینگ را با مانیتورینگ تاخیر صف D در یک بازه ( معمولا 100ms) و گم شدن بسته‌ها در زمانی که حداقل مقدار D بزرگتر از 5ms ثانیه است، محدود می­کند. با این وجود همانطور که در بخش D قسمت 3 بحث می­کنیم، مشابه Bufferbloat به دامنه‌های بی سیم مربوط است.

 **.Bمسئله Incast**

مراکز داده نواحی محدودی هستند که شامل سرورها و سیسم‌های نظارت کننده فعالیت‌های سرور، ترافیک و عملکرد وب هستند. تبادل داده بین سرورها معمولا بر اساس APIهای مبتنی بر پروتکل انتقال ابرمتن (HTTP) است، که از TCP به عنوان پر کاربردترین پروتکل انتقال در مراکز داده استفاده می­شود. برخی از فعالیت ها، مانند مهاجرت‌های ماشین مجازی، نیز حجم بالایی از ترافیک را بین سرورها ایجاد میکند. بنابراین، لینک‌ها در مراکز داده معمولا پهنای باند بالا و تاخیر کمی دارند، در عین حال که سوئیچ‌ها بافرهای کوچکی دارند، برخلاف آنچه که در لینک‌های دسترسی، که در بخش قبل گفته شد، رخ می­دهد.

فریم ورک‌های رایانش ابری به صورت گسترده در مراکز داده بزرگ قرار دادند و بارهای ترافیک بسیار بالایی را تولید می­کند. برای مثال، MapReduce (که از الگوی طراحی تجمعی/بخش بندی استفاده می­کند) [40] یا PageRank (استفاده شده برای جستجوی وب) [41] اغلب شامل الگوهای ترافیک چند به یک هستند، که در آن‌ها کارگران متعدد داده‌هایی را همزمان به یک گره تجمعی واحد ارسال میکنند، که در شکل 1 نشان داده شده است. در این سناریوی چند به یک، اگر همه جریان‌های incast متعدد از یک سوئیچ عبور کنند، بافر آن ممکن است کافی نباشد، و به ازدحام منجر شود. مکانیزم بازیابی بسته‌های گم شده TCP کمتر به درد می­خورد، و با تایم اوت‌های متعدد مواجه می­شود و باعث تنزل توان عملیاتی و تاخیرهای طولانی می­شود [42].

تلاش‌های بسیاری برای تحلیل و حل این مسئله، که مسئله Incast گفته می­شود، و عملکرد شبکه و تجربه کاربر را تضعیف می­کند، صورت گرفته است [43]. تحلیل تخمین دقیق توان عملیاتی را می­توانید در [42] و [44] ببینید. راه حل‌ها ممکن است به چهار گروه ذکر شده در [42] دسته بندی شوند: (1) تنظیم پارامترهای سیستم، مانند غیرفعال کردن شروع آهسته[[14]](#footnote-14) برای اجتناب از انباشتگی و سرریز ناگهانی بافر که باعث تایم اوت انتقال‌های مجدد می­شود؛ (2) ارتقای طراحی الگوریتم سمت کاربر و داخلی شبکه، برای کاهش هدر رفت پهنای باند، حداقل سازی تایم اوت‌های انتقال مجدد و کاهش تعداد بسته‌های گم شده، و بهبود بازیابی سریع بسته‌های گم شده [39]؛ جایگزینی الگوریتم‌های کنترل ازدحام مبتنی بر گم شدن بسته با پیاده سازی‌های بهتر که اندازه پنجره ازدحام را برطبق تاخیر اندازه گرفته شده از RTT‌ها تنظیم می­کنند؛ مانندVegas؛ و (4) طراحی الگوریتم‌های کاملا جدید برای این محیط خاص، مانند Data Center TCP (DCTCP) [45]، که از اعلان ازدحام صریح[[15]](#footnote-15) (ECN) برای ارائه متدهای کنترلی مبتنی بر پنجره، یا IATCP [46]، یک رویکرد مبتنی بر نرخ استفاده می­کند که مجموع تعداد بسته‌های تزریق شده برای برآورده کردن محصول تاخیر پهنای باند[[16]](#footnote-16)(BDP) شبکه را محاسبه می­کند [42].



شکل 1: یک سناریوی معمولی که در آن مسئله TCP Incast بروز می­کند.

اطلاعات بیشتر در مور کنترل پروتکل انتقال در مراکز داده را می­توانید در [47] بیابید.

 **.Cتاخیر و بلاکینگ Head of Line**

HoL پدیده ای است که زمانی رخ میدهد که دو جریان داده مستقل یا بیشتر یک ارتباط TCP را به اشتراک گذارند، برای مثال با ترافیک وب بر روی TCP؛ چرا که این پروتکل انتقال داده ای که دریافت میکند را به عنوان یک جریان مستمر واحد از بایت‌ها تفسیر می­کند، و نیازمند تحویل ترتیبی است، با گم شدن یا تاخیر یک بسته برای هر جریانی، باعث تاخیر قابل توجه می­شود. HoL در هر پروتکلی که نیازمند تحویل ترتیبی است یک مسله شناخته شده است، و راه حل‌های آشکار آن بازکردن یک ارتباط برای هر جریان داده­ای است که از سربار قابل توجه در راه اندازی ارتباطی و بازیابی خطا رنج می­برد. علاوه بر این، با این گزینه، کنترل ازدحام کمتر پایدار است، چرا که هر ارتباط به صورت مستقلی اجرا می­شود.

ترافیک وب یک مثال از مسئله HoL است: معمولا، صفحات وب شامل اشیای متعددی هستند، مانند متن، تصویر، رسانه و اسکریپت‌های ثالث؛ زمانی که یک کلاینت یک صفحه را از سرور درخواست می­کند، هریک از این اشیا با یک درخواست HTTP GET واحد دانلود می­شوند، اما نیازی نیست که در همان لحظه نمایش داده شوند. HTTP/1.1 مالتی پلکسینگ را اجازه نمیدهد، لذا کلاینت مجبور است که برای هر شی یک ارتباط TCP باز کند، که مسائل گفته شده در بالا پیش می آید. نسخه 2 پروتکل، که در سال 2015 تحت عنوان RFC 7540 معرفی شد، قرار بود که این مسئله را با استفاده از یک ارتباط TCP واحد برای مدیریت همه درخواست ها، با کاهش زمان بارگذاری صفحه حل کند. به هر حال، این مزیت با HoL در شبکه‌هایی که بسته‌ها گم می­شدند لغو شد: با توجه به اینکه همه بسته‌ها برای جریان‌های HTTP 2.0 متعدد در طول زمان بر یک ارتباط TCP مالتی پلکس می­شوند، که نیازمند تحویل ترتیبی است، سپس گم شدن یک بسته باعث توقف همه جریان‌ها می­شود، نه فقط جریان مربوط به بسته، که در شکل 2 نیز نشان داده شده است. برای مثال، سنجش‌هایی در شبکه‌های سلولی نشان میدهد که HTTP/2 مزیت عملکردی قابل توجهی نسبت به HTTP/1.1 ندارد [19].

در اصل، تحویل ترتیبی برای قابلیت اعتماد ضروری نیست، اما پروتکل‌های انتقال مانند TCP نیازمند هردوی آن‌ها هستند، اگر چه پروپوزالی برای بسط TCP برای اجازه دادن انتقال بدون ترتیب برای سرویس‌های چند رسانه ای برای اجتناب از مسئله HoL وجود دارد، این به صورت گسترده پذیرفته نشده است. شکل 2 نشان می­دهد که پروتکل‌ها از جریان‌های داده متعدد مانند SCTP یا QUIC حمایت می­کنند، که در بخش 3 تشریح شده است، و می­توان بر مسئله HoL به دلیل اینکه هیچ خط واحدی برای مسدود سازی وجود ندارد غلبه کند: هر جریان، بافر خود را دارد و تحویل ترتیبی در هر جریان تضمین می­شود [58].

سناریوهای چند مسیره مورد دیگری است که در آن TCP به شدت از مسئله HoL رنج می­برد؛ که این مسئله را به صورت دقیق در بخش 5 تشریح می­کند.



شکل 2: مسئله HoL با TCP و HTTP/2,، که به لطف QUIC حمایت از جریان‌های مستقل متعدد به ازای هر ارتباط حل شده است.

 **.Dعملکرد در کانال‌های بی سیم**

عملکرد TCP در کانال‌های بیسیم از زمان معرفی سرویس‌های بی سیم تجاری در دهه 1990 بررسی شده است [59]. الگوهای کنترل ازدحام سنتی معمولا به گم شدن بسته ها، که فرض میکنند ناشی از ازدحام است، با کاهش نرخ ارسال واکنش نشان می­دهند. در لینک‌های بی سیم، بسته‌ها ممکن است به دلیل کاهش کیفیت کانال گم شوند. بنابراین، انتزاع ارتباطات کلی ضعیف است، و عملکرد انتها به انتها تضعیف میشود. راه حل‌های متداول شامل ارائه مکانیزم‌های انتقال مجدد و حفاظت در لینک‌های بی سیم [60] (حتی با افزایش نوسانات تاخیر)، و پروکسی‌های ارتقای عملکرد درون شبکه است. چندین تکنیک در طول سال‌ها برای تکنولوژی‌های متفاوت پیشنهاد شده است مانند LTE [62]، و WiFi [63]. خوانندگان را به برای بحث‌های گسترده در مورد عملکرد TCP در لینک‌های بی سیم به [63][64] ارجاع می­دهیم.

اخیرا، پذیرش فرکانس­های mmWave برای نسل بعد شبکه‌های سلولی علاقه ای نسبت به عملکرد TCP در لینک‌های بی سیم بوجود آورده است. به خصوص، در این رسانه بی سیم نوسانات کانال بسیار بیشتر از فرکانس‌های زیر 6GHz است، که با توجه به حساسیت نسبت به مسدود سازی موارد معمولی، و جهت گیری ارتباطات است. این محدودیت‌ها بر طرح لایه‌های پایینی پشته پروتکل تاثیری ندارد، اما بر عملکرد لایه انتقال، که در [66][67] بحث شده است تاثیر می­گذارد. حلقه کنترل TCP براستی برای واکنش مناسب به پویایی کیفیت کانال خیلی آهسته است و نرخ داده ای را ارائه میدهد که بر لینک‌های mmWave تاثیر می­گذارد. برای مثال، حتی اگر Bufferbloat در شبکه‌های سلول زیر 6GHz ارائه شوند، این جدید در mmWaves مخرب تر است، جایی که بافرهای بزرگ برای حفاظت از تغییرات زمانی و ناگهانی ظرفیت لینک نیاز است، با توجه به انتقال خط دید[[17]](#footnote-17) (LOS) به غیرخط دید[[18]](#footnote-18) (NLOS). علاوه بر این، این نشان میدهد که TCP استفاده زیربهینه ای از نرخ داده mmWave بسیار بالا دارد، چرا که زمان زیادی می­برد که بعد از گم شدن بسته یا در آغاز ارتباط به ظرفیت کامل دست یابد. از آنجایی که این مسئله در منطق کنترل ازدحام ذاتی است، هر پروتکلی که کنترل ازدحام را اجرا می­کند نیازمند کار کارآمدی در یک سناریوی بی سیم است.

**3. پروتکل‌های انتقال اخیر**

در این بخش، بر تشریح سه پروتکل انتقال به تازگی پیشنهاد شده تمرکز میکنیم: QUIC, SCTP and DCCP. به طور خاص، ویژگی‌های اصلی هر پروتکل را تشریح میکنیم، و با توجه به TCP نوآوری‌های آن را مطرح می­کنیم. جدول 1 مشخصه‌های اصلی این پروتکل‌ها را، همراه با اسناد IEFT مرتبط و برخی از جزییات اجرایی آن‌ها خلاصه میکند. بحث بر مکانیزم‌های کنترل ازدحام می­تواند توسط این پروتکل‌ها استفاده شود و بسط‌های چند مسیره اخیر در زیر بخش بعدی ارائه شده است.

جدول 1: خلاصه ای از ویژگی‌های اصلی پروتکل‌های انتقال اخیر که در این مقاله بررسی شده اند (SCTP, QUIC and DCCP). ما همچنین یک بررسی بر پروتکل‌های TCP و UDP قبلی به عنوان مقایسه آورده ایم.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **بسط­های چند مسیر** | **اجراها** | **ویژگی­ها** | **RFC یا پیش نویس** | **پروتکل** |
| QUIC چند مسیری، تشریح شده در V-B | فضای کاربر، کتابخانه­های متعدد در دسترس هستند | جریان بایتی، کنترل جریان و ازدحام، قابلیت اعتماد، چند جریانی، ادغام با TLS، ایجاد ارتباط RTT صفر | [24], [48] | QUIC |
| CMT-SCTP تشریح شده در V-B | کرنل سیستم عامل | جریان بایتی، کنترل جریان و ازدحام، قابلیت اعتماد، چند جریانی ، multihoming | [12] | SCTP |
| MP-DCCP تشریح شده در V-B | کرنل سیستم عامل | مبتنی بر دیتاگرام، کنترل ازدحام | [23], [53], [54] | DCCP |
| MPTCP تشریح شده در V-A | کرنل سیستم عامل | جریان بایت، کنترل جریان و ازدحام، قابلیت اعتماد | [1], [55] | TCP |
| خیر | کرنل سیستم عامل | مبتنی بر دیتاگرام، بهترین تلاش | [3] | UDP |



شکل 3: پشته پروتکلی با QUIC و TCP، که در [58] تشریح شده است.

**A . یک ارتباط اینترنتی UDP سریع (QUIC)**

QUIC یک مکانیزم انتقال لایه کاربرد یا اپلیکیشن است [69] که توسط گوگل در سال 2013 معرفی شده و در حال حاضر برای استانداردسازی توسط IEFT در نظر گرفته شده است. QUIC در کرنل اجرا نمی­شود، اما به عنوان یک کتابخانه فضای کاربر یا در خود اپلیکیشن اجرا می­شود، و بر UDP به عنوان پروتکل انتقال اصلی تکیه می­کند. انگیزه‌های اصلی مربوط به معرفی QUIC در [70] بحث شده است. در حالی که گزینه‌های متعددی برای TCP در لایه انتقال پیشنهاد شده اند، پذیرش آن‌ها خیلی گسترده نیست، با توجه به موارد استخراج شده ناشی شده از جعبه‌های میانی در شبکه ای که بسته‌ها از پروتکل‌های مجهول را دور می اندازد، برای مثال پروتکل‌هایی که از TCP و یا UDP متفاوت هستند. QUIC بسته‌های خود را در دیتاگرام‌های UDP کپسوله میکند، بنابراین از بیشتر ناسازگاری‌ها با جعبه‌های میانی اجتناب میکند. دوم، همانطور که در بخش 1 گفتیم، TCP در کرنل اجرا می­شود، و هر تغییر یا الگوریتم کنترل ازدحام جدید نیازمند یک به روز رسانی سیستم عامل است، که همیشه امکان پذیر نیست. سرانجام، از نظر طراحی پروتکل، QUIC حل مسئله HoL TCP را که در بخش II-C تشریح شد را هدف قرار میدهد، و تاخیر دست تکان دادن[[19]](#footnote-19) در آغاز ارتباط را کاهش می­دهد.



شکل 4: رویه های ایجاد اتصال. فلش های آبی نشان دهنده دست دادن TCP یا QUIC هستند، فلش های سیاه نشان دهنده دست دادن رمزنگاری هستند. فلش قرمز اولین انتقال داده است.

QUIC از (1) برخی از ویژگی‌های TCP، شامل مکانیزم تایید، کنترل ازدحام، و بازیابی بسته‌های گم شده، (2) مذاکرات کلیدی TLS 1.3 که نیازمند ارتباطات رمز شده است، و (3) ویژگی‌هایی HTTP/2، مانند چند جریانی تشکیل شده است [58]. شکل 3 تفاوت‌هایی را در پشته پروتکلی برای یک ترکیب HTTP/2 و TCP و HTTP/2 و QUIC نشان می­دهد. ترکیب این عناصر به QUIC اجازه میدهد که چند عرصه کلیدی را بهینه سازی کند. برای مثال، یکپارچه سازی دست تکان دادن‌های مربوط به انتقال و رمزنگاری در همان پیام کاهش زمان را برای دست تکان دادن اولیه ممکن میسازد. علاوه بر این، رمزگذاری هدر بسته بررسی و ردیابی هدر بسته را برای جعبه‌های میانی مشکل می­کند. علاوه بر این، این بازیابی بسته‌های گم شده TCP را با تمایز قائل شدن در ACKها بین بسته‌های گم شده و خارج از ترتیب بهبود می­بخشد. یک ارتباط واحد از چند جریان مستقل تشکیل شده است ( که می­تواند به جریان‌های HTTP/2 نگاشت یابد) لذا گم شدن یک بسته از یک جریان واحد دیگر را مسدود نمیکند، که مسئله HoL را به صورت موثری کاهش میدهد. سرانجام، شناسه‌های اضافی برای برچسب گذاری یک ارتباط معرفی شدند، که می­توانند حتی در مورد تغییرات در آدرس پروتکل اینترنت (IP) حفظ شوند.

 **1) ایجاد ارتباط:** ایجاد ارتباط یکی از نوآوری‌های اصلی معرفی شده در QUIC است، به خصوص با گزینه 0-RTT. TCP حداقل به یک RTT برای دست تکان دادن در زمان استفاده از TLS 1.3، یک یا دو RTT اضافی برای دست تکان دادن رمزنگاری در زمان استفاده از نسخه 1.2 قبلی تر احتیاج دارد.

QUIC حداقل از TLS 1.3 استفاده میکند، و در مورد ایجاد ارتباط برای اولین بار، همه پارامترهای راه اندازی انتقال QUIC در اولین بسته حمل می­شوند، برای یک پیام Client Hello، یک RTT واحد کافی است. پارامترها در طول اولین ارتباط و مقادیر Diffie-Hellman، برای محاسبه کلید رمزگذاری، که در کلاینت ذخیره شده است، مذاکره می­شوند. در مورد ارتباطات بعدی، این اطلاعات توسط کلاینت همراه با اولین بسته داده به سرور ارسال می­شود، و سرور از این برای شناسایی کلاینت و رمزگشایی داده استفاده می­کند، بنابراین دست تکان دادن 0-RTT نشان داده شده در شکل 4 رخ میدهد.

 **2) بسته‌های QUIC** : استفاده از TLS 1.3 به بسته‌های QUIC اجازه میدهد که جعبه‌های میانی را بدون اینکه اطلاعات داخلی آن‌ها را دستکاری کنند بگردند. در حقیقت، تنها بایتی که رمزنگاری نمی­شود سرآیند UDP و یک بخش سرآیند QUIC است، که در شکل 5 نشان داده شده است: این اطلاعات کلیدی در جریان‌های QUIC را از تجهیزات شبکه و اپراتورها مخفی میکند. بعد از ایجاد ارتباط، تنها مقادیری که در متن واضح در سرآیند QUIC ارسال می­شوند IDهای ارتباطی مبدا و مقصد، نوع بسته، شماره ورژن و طول بسته است. شماره بسته با همان رمزگذاری که بر بار مفید اعمال شده است حفاظت نمی­شود، اما در برابر مشاهدات گاه به گاه حفاظت در برابر محرمانگی دارد. شماره بسته، مانند TCP، برای جریان‌های ارسال و دریافت متفاوت است، با توجه به این محدودیت که نباید در همان ارتباط مجدد، حتی برای انتقال مجدد، استفاده شود [24].

بار مفید بسته شامل یک فریم یا بیشتر است. هر فریک یک نوع دارد، مانند ack, ping or stream، و یک سری فیلدهایی دارد که وابسته به نوع هستند مانند stream ID و data length [24]. بنابراین یک بسته می­تواند در چند جریان مالتی پلکس شود.

**3) عملکرد QUIC** : با توجه به اهداف طراحی امیدوار کننده QUIC، عملکرد ان خیرا تحت نظر قرار گرفته است، حتی اگر پروتکل هنوز کاملا توسط IEFT مشخص نشده باشد. تا به امروز، پروتکل QUIC در سرورهای گوگل اجرا شده است، و در سمت کلاینت، در Google Chrome و در برخی از اپلیکیشن‌های موبایل مانند YouTube or Google Search اجرا شده است. برطبق [70]، در سال 2017 این 7% ترافیک اینترنت را به خود تخصیص میدهد، و بیش از 30% Google’s egress traffic را نیز به خود تخصیص میدهد. یک تحلیل دقیق تر از استقرار QUIC در [74] آورده شده است، که نشان میدهد که تعداد نقاط انتهایی شامل QUIC در حال افزایش است، به لطف استقرارهای Google و Akamai، در حالی که ترافیک به شدت توسط گوگل و خدمات ان پوشش داده می­شود، با توجه به TCP/HTTPS در سپتامبر 2017 همراه با ستون فقرات MAWI به سهم 6.7% می­رسد، که در شکل 6 نشان داده شده است و در یک ISP موبایل به 9.1% می رسد. نویسندگان به یک مشکل ممکن در پایداری بلند مدت با توجه به به روزرسانی‌های سازگار پروتکل اشاره کردند.

کار دیگر [70] بر برخی از معیارهای اندازه گرفته شده از ترافیک زنده گوگول بحث می­کند. شکل 7 کاهش در تاخیر جستجوی تجربه شده توسط کلاینت‌ها با استفاده از QUIC نسبت به کلاینت‌هایی که از TCP/TLS استفاده می­کنند را گزارش میکند. برخی از مقاله‌ها ادعا کرده اند که یک کاهش در نرخ بافرینگ مجدد صورت گرفته که 18% آن در ترافیک یوتیوب مشاهده شده است. سرانجام نویسندگان تاکید کردند که، با اجرا در زمان نوشتن، بار CPU به صورت میانگین 3.5 برابر بیشتر از QUIC نسبت با TCP/TLS است [70].

به تازگی، کار دیگری عملکرد 13 نسخه متفاوت از QUIC را، در سناریوهای دسکتاب و موبایل تست کرده است. با توجه به مطالعات قبلی [72][73]، این مقاله تحقیقات دقیق تری را با استفاده از نسخه‌های تست شده پیشرفته و اخیرتر پروتکل ارائه می­دهد. یافته‌های اصلی (استفاده از CUBIC به عنوان کنترل ازدحام) تایید میکند که QUIC در محیط دسکتاب بهتر از TCP/TLS اجرا می­شود، اما از یک مسئله مرتب سازی دوباره بسته رنج میبرد (که ممکن است در یک محیط موبایل بروز کند). با توجه به تغییرات در نرخ داده اصلی، QUIC به لطف مکانیزم ACK پیشرفته بهتر از TCP کار می­کند. سرانجام QUIC با TCP یکی نیست، از پهنای باند گلوگاه بیشتری نسبت به سهم منصفانه استفاده میکند، و مشکلات عملکردی در سخت افزار‌های قدیمی تر دارد، که با توجه به ان پردازش بسته و عملیات رمزنگاری در فضای کاربر به دلیل اینکه در کرنل هستند، بهینه نشده است. یک اجرای QUIC برای شبیه سازی شبکه منبع باز ns-3 اخیر منتشر شده است [75].



شکل 5: مثال ساختاری از یک بسته QUIC با سرآیند طولانی برای IETF QUIC (نسخه 14)، که از [24] پذیرفته شده است. فیلدهای قرمز رمزگذاری شده اند، در حالی که موارد آبی در برابر مشاهدات گاه و بی گاه حفاظت می­شوند.



شکل 6: درصد ترافیک بر QUIC نسبت به پروتکل‌های دیگر در ستون فقرات MAWI در طول 2017.



شکل 7: درصد کاهش تاخیر در جستجو.

 **.Bپروتکل انتقال کنترل جریان (SCTP)**

SCTP، که در [12] تعریف شده است، یک پروتکل سیگنالینگ استاندارد است که توسط گروه کاری IETF Signaling Transport توسعه داده شده است که بعدها در یک پروتکل با هدف عمومی در لایه انتقال تکامل یافت. با این حال در گروه کاری عرصه انتقال IEFT (TSVWG)حفظ شده است. مانند TCP، در کرنل سیستم عامل اجرا می­شود، و یک سرویس انتقال داده قابل اعتماد، نقطه به نقطه، ارتباط گرا را بر روی شبکه‌های IP فراهم می­کند. SCTP به خصوص به صورت TCP دوستانه طراحی شده است، و کنترل ازدحام مبتنی بر پنجره خود، تشخیص خطا و مکانیزم‌های انتقال مجدد را به اشتراک می­گذارد. با این وجود، SCTP نیز از چند ویژگی جدید تشکیل شده است، مانند:

• Multihoming – تا زمانی که یک ارتباط TCP بین دو سوکت (که توسط آدرس IP و شماره پورت شناخته می¬شود) در دو هاست برقرار شود، یک ارتباط SCTP می¬تواند در چند آدرس IP گسترده شود و احتمالا چندین نوع لینک را در شبکه شامل می¬شود. برای هر کلاینت، یک آدرس اولیه برای تبادل داده استفاده می¬شود، و سرورهای دیگر در مورد شکست لینک یا خطای شبکه به عنوان بک آپ استفاده می¬شوند، که دسترس پذیری بالاتر را بدون وقفه در انتقال داده فراهم میکند. بسته‌های دوره ای به آدرس بک آپ ارسال می¬شوند تا وضعیت لینک را بررسی کنند، و انتقال مجدد بسته‌های گم شده می¬تواند با استفاده از آدرس بک آپ صورت گیرد.

• چند جریانی(multistreaming): مانند QUIC، SCTP قابلیت‌های چند جریانی را مطرح می¬کند. با استفاده از اصطلاحاتی از [12]، تعریف یک جریان SCTP به عنوان جریان داده منطقی در یک رابطه SCTP امکان پذیر است [79]. SCTP سپس جداسازی داده لایه اپلیکیشن در زیرجریان‌های متعدد را، برطبق اپلیکیشن‌های خاصی که بسته‌هایی را تولید میکنند اجازه میدهد. توالی و تحویل به صورت مستقلی در هر زیر جریان اجرا می¬شود، بنابراین بر مسئله HoL blocking که قبلا توضیح داده شد غلبه می¬کند. علاوه بر این، تحویل در هر جریان به شدت به صورت پیش فرض به ترتیب صورت میگیرد، مانند TCP، اما در صورت لزوم تحویل غیرترتیبی نیز امکان پذیر است.

برای بهبود عملیات و امنیت ایجاد و قطع ارتباط کمی از TCP متفاوت است. یک مکانیزم کوکی در طول دست تکان دادن 4 باره اولیه مانع از حملات جعل هویت و ایجاد سیل می¬شود؛ علاوه بر این ارتباطات نیمه بسته در جایی که یک نقطه انتهایی مجاز به ارسال داده است هنوز مجاز نیست.

عملکرد SCTP در چند سناریو ارزیابی شده است: گزارش شده است که ترتیب جزیی و قابلیت اعتماد جزیی عملکرد را نسبت به پروتکل‌های انتقال سنتی مانند TCP افزایش می­دهد. Jungmaier و همکاران [81] اثبات کرده اند که ترافیک SCTP همان تاثیر ترافیک TCP استاندارد را دارد، به همین ترتیب، دو پروتکل می­توانند همزمان در یک شبکه حضور داشته باشند. علاوه بر این، الگوی multihoming می­تواند توان عملیاتی بهتری را کسب کند و در زمان اعمال به شبکه‌های LAN بی سیم بازیابی حوادث شبکه سریعتر رخ می­دهد [82].

سرانجام، برخی از مقالات عملکرد SCTP را با توجه به مسئله HoL blocking تست کردند. ارزیابی‌ها بر اساس پروتکل شروع جلسه[[20]](#footnote-20)(SIP) در لایه کاربرد، و SCTP، TCP و UDP به عنوان انتقال است، که نشان میدهد که چگونه مکانیزم اجتناب از HoL blocking SCTP عملکرد بهتری در سناریوهای نرمال ترافیک همزمان در شبکه ندارد، و تنها کمی تاخیر انتها به انتها را با سطح بالای گم شدن بسته‌ها را کاهش می­دهد [83]. علاوه بر این، زمانی که مقدار حداکثر واحد انتقال[[21]](#footnote-21)(MTU) ناگهان کاهش می­یابد، SCTP قادر به اجتناب از بخش بندی IP نیست و NATها ممکن است قادر نباشند که به درستی دیتاگرام‌های تقسیم شده را مسیریابی کنند.

 **.Cپروتکل کنترل ازدحام دیتاگرام (DCCP)**

DCCP، که در [23], [53], [54], معرفی شده است پروتکلی است که UDP را با توابع اتصال گرا یا ارتباط گرا مانند کنترل ازدحام تقویت میکند، و در عین حال ساختار پیام گرای آن را حفظ می­کند. مانند UDP نرمال، این تحویل قابل اعتماد را تضمین نمی­کند، و بسته‌ها می­توانند بدون ترتیب تحویل داده شوند. بنابراین، یک گزینه مناسب برای انتقال در اپلیکیشن‌هایی است که به قابلیت اعتماد نیازی ندارند، و نیاز به اجرای مکانیزم کنترل ازدحام هم ندارند [84]. دلیل اصلی اینکه چرا این پروتکل معرفی شده است رشد سریع اپلیکیشن‌های تاخیر گرا با تکیه بر ارتباطات UDP است، مانند بازی‌های آنلاین یا تلفن‌های IP. این اپلیکیشن‌های بلادرنگ نمی­توانند تاخیرهای ایجاد شده توسط مکانیزم‌های قابلیت اعتماد را تحمل کنند، و اما هنوز برای مطابقت و اجتناب از جریان‌های choking TCP در زمان اشتراک گذاری یک گلوگاه با آن‌ها نیازمند اجرای کنترل ازدحام هستند. DCCP یک فریم ورک متداول را ارائه میدهد که می­تواند کنترل ازدحام را برای این اپلیکیشن‌ها اجرا کند، اما به مکانیزم‌های جدید اجازه میدهد که به یک روش سرراست اجرا شوند.

DCCP یک ارتباط دو طرفه را ایجاد می­کند، که به لحاظ منطقی از دو ارتباط یک طرفه تشکیل شده است [23]. با توجه به اینکه این یک پروتکل انتقال غیرقابل اعتماد است، DCCP انتقال مجدد را اجرا نمی­کند. با این وجود، نیاز است که برای تشخیص بسته‌های گم شده کنترل ازدحام را اجرا کند [84]. بنابراین، پروتکل ACKهای تجمعی ندارد، اما شماره توالی هر بسته اجازه تشخیص اینکه آیا دیتاگرامی گم شده است یا نه را میدهد. ACKها نیز تایید می­شوند، با استفاده از همان مکانیزم، و این مسئله اجرای کنترل ازدحام را در این بسته‌های بازخورد اجازه میدهد. ویژگی ارتباطی (مانند مکانیزم‌های امنیتی، یا الگوریتم‌های کنترل ازدحام)، باید در زمان ایجاد ارتباط، با استفاده از فیلدهای کنترلی تعبیه شده در سرآیندهای DCCP بررسی شوند [23]. بنابراین، تنظیم کنترل ازدحام در هر ارتباط انتها به انتهای واحد امکان پذیر است. DCCP ارائه ECN را اجازه میدهد، اما از اعلان ازدحام شبکه بدون لزوما ثبت بسته‌های از دست رفته حمایت میکند.

 **.Dچالش­ها و جهات پژوهشی**

پروتکل‌های ارائه شده در این بخش در تلاش برای حل تعدادی از مسائل و چالش‌های مربوط به TCP مطرح شده اند. با این وجود، هنوز مشکلات اصلی مربوط به پذیرش گسترده در اینترنت وجود دارد، که همانطور که بحث شد، با تغییر در تجهیزات شبکه برطرف می­شود. QUIC یک جهت امیدوار کننده را به لطف یک پیاده سازی فضای کاربر، و پشتیبانی از ارائه دهندگان محتوای وب اصلی، مانند گوگل در پیش گرفته است.

دیگر روند مهم در QUIC و SCTP پشتیبانی از به روزرسانی‌ها در لایه IP و یا multi-homing است، لذا ارتباط انتها به انتها تا زمانی که نقطه انتهایی آدرس IP خود را تغییر نداده است نیازی نیست شکسته شود. این یک ویژگی سودمند در یک شبکه بی سیم به شدت سیار است، که در آن کاربر ممکن است به صورت مکرر در شبکه‌های مختلف گذر کند. علاوه بر این، این پروتکل‌ها طبیعتا پشتیبانی می­شوند یا می­تواند برای حمایت از مسیرهای متعدد بسط یابند، که در بخش 5 در مورد آن‌ها بحث شد.

علاوه بر این، QUIC، SCTP و DCCP به عنوان یک مشخصه اصلی طراحی با انعطاف پذیری همراه هستند، که یک مسئله جدید نسبت به TCP است. برای مثال، در QUIC و SCTP غیرفعال کردن انتقال‌های قابل اعتماد برای جریان‌های اصلی ممکن است، و QUIC و DCCP مکانیزم­هایی برای ویژگی‌های و پارامترهای مذاکره شده در طول دست تکان دادن ارتباط دارد. این تنظیم مجدد باید با تکامل مناسب APIها با لایه کاربرد منطبق باشد، لذا توسعه دهندگان می­توانند از ان بهره ببرند [107]. سیگنالینگ QoS صریح در این جهت یک مرحله فراتر می­رود: به منظور پشتیبانی کامل از اپلیکیشن‌ها وسرویس‌های جدید، نقاط انتهایی نیاز دارند که قادر باشند که پیش نیازهای QoS خود را مشخص کنند، همانطور که الگوهای آگاه از QoS از ابزارهایی مانند SDN استفاده می­کنند [109].

جدول 2: خلاصه ای از الگوهای کنترل ازدحام ارائه شده، دسته بندی بر اساس فلسفه طراحی

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **معایب** | **مزایا** | **مکانیزم کنترل ازدحام** | **الگوریتم** | **نوع** |
| ناکارآمدی در LFNبسیار تهاجمیتعداد بالای انتقال مجددRTT به شدت نوسان دار | همگرایی اثبات شده، عدالتعدالت بالاترعدالت مستقل از RTTعدالت و بهره وری | AIMDتابع افزایش جستجوی باینریتابع Cubic CWNDنطبیق مبتنی بر توالی | NewReno [88]BIC [89]CUBIC [90]Wave [91] | مبتنی بر گم شدن بسته |
| سرکوب توسط جریان مبتنی بر گم شدن بستهبار CPU سمت ارسال کننده بالاناعادلانه نسبت به Vegas و BBRمحدود نسبت به ترافیک اولویت پایین | انتقال مجدد کمتر، تاخیر کمترتطبیق پذیری نسبت به کانال­های نوسان دارتهاجمی بودن مقیاس پذیر در مقابله با CUBICبر جریان­های دیگر تاثیر ندارد | تغییر RTT با سیگنال ازدحامAIMD مبتنی بر مشخصه تاخیرصف صریح و مدلسازی ترافیکتاخیر اضافی برای جریان­ها با اولویت بالا | Vegas [92], [93]Verus [94]Nimbus [95]LEDBAT [96] | مبتنی بر تاخیر |
| بدون کنترل تاخیرنیاز به یک بافر به ازای هر جریان | در وایرلس و لینک­های سست خوب است تاخیر کم، قابل سفارشی سازی | تخمین پهنای باند با کاهش CWNDمدل ظرفیت HMM | Westwood [97]Sprout [98] | مبتنی بر ظرفیت |
| بدون کنترل تاخیربدون کنترل تاخیربدون کنترل تاخیرمسائل عدالت و حرکت | سریع در LFN، عادل نسبت به CUBICسریع در LFN، عادل نسبت به CUBICسریع در LFN، عادل نسبت به CUBICتوان عملیاتی بالا، تاخیر کم | مجموع پنجره های Reno و Vegasتاخیر استفاده شده برای تعیین تغییر CWNDمدل صریح بافرظرفیت و سنجش RTT | Compound [99]Illinois [100]Veno [101]BBR [21] | ترکیبی |
| مسائل عدالت با دیگر TCPهانیازمند دانش شبکهتست نشده bufferbloatتست نشده در محیط­های به شدت پویاارزیابی عملکرد محدود | رسیدن به ظرفیتی با تاخیر کممسئله عدالت برطرف شده است.خوبی در شبکه­های RTT بالاقابلیت­های خود سازمان دهتوان عملیاتی بالاتر نسبت به NewReno | سیاست مبتنی بر مونت کارلو پیشرفت در Remyآزمایشات آنلاین برای تعیین CWNDتقویت یادگیری برای تعیین الگوریتم CCتقویت یادگیری برای انتخاب CWND | Remy [102]TAO [103]PCC [104]TCP-RL [105]QTCP [106] | مبتنی بر یادگیری |

**4. الگوریتم‌های کنترل ازدحام**

کنترل ازدحام یک تابع ضروری در شبکه‌های مدرن است [88]، زمانی که حجم بالایی از ترافیک نیاز است که به صورت قابل اعتمادی ارائه شود می­تواند حمایت شود اگر ارسال کننده نرخ خود را قبل از ارسال سیل آسای ارتباطات خود محدود کند و بر دیگر جریان‌ها تاثیر گذارد. این می­تواند مستقیما توسط پروتکل‌های لایه انتقال مانند DCCP, SCTP, QUIC و TCP اجرا شود.

اپلیکیشن‌هایی که مستقیما بر UDP ارسال می­شوند معمولا کنترل ازدحام خود را اجرا میکند، که توسط IEFT توصیه شده است.

منطق پشت کنترل ازدحام به شرح زیر است: از آنجایی که لینک‌ها با ظرفیت محدود نیاز دارند که توسط جریان‌های متعدد به اشتراک گذاشته شوند، آن‌ها می­توانند با جریان‌های تجمعی تولید شده توسط منابع متعدد دچار سرریز شوند، که یک گلوگاه ارتباطی را ایجاد میکنند. اگر هیچ محدودیتی در نرخ ارسال نباشد؛ ارسال کننده‌ها انتقال مجدد بسته‌ها را در زمانی که یک تایید دریافت مثبت (ACK) را از مقصد در یک بازه به نام تایم اوت انتقال مجدد[[22]](#footnote-22)(RTO) دریافت نکرده اند، آغاز میکنند. این، به نوبه خود، بار شبکه را افزایش میدهد، و یک مارپیچ مخرب به نام فروپاشی ازدحام را هدف قرار میدهد [110]. کنترل ازدحام اجتناب از این شرایط را هدف قرار میدهد: ارسال کننده‌های به علائم ازدحام با کاهش فعال نرخ خود واکنش نشان میدهند. چند طرح کنترل ازدحام وجود دارد، که راه‌های متفاوتی برای تشخیص ازدحام و واکنش به ان دارند، اما همه آنها یک هسته مشترک دارند.

مسائلی که در بخش 2 ذکر کردیم طراحی مکانیزم‌های کنترل ازدحام خوب را سخت می­سازد: ویژگی‌های خاص ارتباطی و هریک از لینک‌ها می­توانند بر عملکرد، به روش‌های غیرقابل پیش بینی تاثیر گذارند. مدل‌های ریاضی پروتکل‌ها و فرضیات ان‌ها به ندرت واقع بینانه هستند، و اغلب به لحاظ نظری الگوریتم‌های بهینه آن طور که در شبکه‌های واقعی انتظار می­رود کار نمی­کنند. علاوه بر این، در بیشتر موارد ( برای TCP )، الگوریتم کنترل ازدحام برای یک پروتکل انتقال خاص در یک پایگاه کد کرنل از آن پروتکل اجرا می­شود، و در نتیجه، برای هر ارتباط انتها به انتها یکی است. بنابراین، سفارشی سازی پاسخ‌های الگوریتم ازدحام به مشخصه‌های هر ارتباط ممکن نیست.

علاوه بر این، تشخیص زمانی که ازدحام صورت میگیرد و اینکه چگونه اندازه پنجره ازدحام باید حفظ شود مسائل پیش پا افتاده ای نیستد. راه حل‌های اولیه گم شدن بسته‌ها را به عنوان نشانه ازدحام می­دیدند و از یک استراتژی AIMD استفاده کردند، که منصف بودن و ثبات را تضمین می­کند [112]. الگوی AIMID ساده است، چرا که نیازمند دو دستور برای به روزرسانی پنجره ازدحام است ( که اغلب به صورت مختصر CWND گفته می­شود):



در ACKهای دریافت شده و



در بسته‌های گم شده، که در این روابط  و  پارامترهای تنظیم مکانیزم هستند. پروتکل‌های جدی تر اغلب شامل اطلاعات تاخیر به عنوان یک سیگنال ازدحام بالقوه هستند، و پذیرش پنجره ازدحام متناسب با نیازهای عملیاتی است. ACK انتخابی (SACK) دیگر گزینه ای است که اطلاعات در دسترس برای مکانیزم کنترل ازدحام را بهبود می­بخشد [55]. حال فلسفه‌های طراحی کنترل ازدحام اصلی و مزایا و نقص‌های آن‌ها را لیست می­کنیم، و الگوریتم‌های قدیمی تر را به منظور ارائه اطلاعات پیش زمینه لازم برای تناسب بهتر با استقرارهای جدید بررسی می­کنیم؛ مکانیزم‌های اصلی ارائه شده در این بخش در جدول 2 خلاصه شده اند. همچنین تاکید کردیم که همه مکانیزم‌های کنترل ازدحام TCP بحث شده در زیر می­توانند برای ارسال کننده‌های QUIC و SCTP بدون هیچ اصلاحی اجرا شوند. DCCP نیازمند تلاش بیشتری است، چرا که شامل مکانیزم انتقال مجدد نیست، اما اصول پایه و فلسفه‌های طراحی یکی هستند. DCCP فریم ورکی را برای مکانیزم‌های کنترل ازدحام ارائه میدهد که می­توانند توسط اپلیکیشن با استفاده از IDهای کنترل ازدحام (CCIDs) انتخاب شوند. مکانیزم‌های کنترل ازدحام از هسته پروتکل‌های فعال کننده ماژولاریته و بسته‌های ممکن جدا هستند. هریک از دو ارتباط می­توانند یک CCID متفاوت را انتخاب کنند چرا که آن‌ها به لحاظ منطقی جدا هستند. در زیر، به الگوهای کنترل ازدحام DCCP استاندارد شده توسط CCID آن اشاره می­کنیم. دیگر طبقه بندی مکانیزم‌های کنترل ازدحام برای TCP در [113] ارائه شده است، اما فاقد توسعه‌های اخیری است که در این مقاله بررسی کردیم.

 **.Aمکانیزم‌های مبتنی بر گم شدن بسته**

الگوریتم‌های کنترل ازدحام TCP کلاسیک مانند Tahoe [1]، Reno [114] و New Reno [88] از گم شدن برای تشخیص ازدحام استفاده می­کنند. اگر یک بسته مشخص شود که گم شده است، چه زمانی که تایمر RTO منقضی شده است یا بعد از سه بار ACK تکراری پی در پی، مکانیزم AIMD به صورت هموارری پنجره ازدحام را کاهش می­دهد. در حالی که Tahoe بسیار محافظه کار است، از یک CWND یک بسته ای شروع میکند و به فاز slow start وارد می­شود، Reno و New Reno تنها CWND را با نیمی از موارد سه ACK تکراری کاهش می­دهند، که در شکل 8 نشان داده شده است. کنترل ازدحام QUIC پیش فرض نیز بر اساس New Reno است، حتی اگر دیگر الگوریتم‌های کنترل ازدحام استفاده شوند، مانند TCP [48]. تعدادی از اصلاحات که برای New Reno پیشنهاد شده است مستقیما در پیش نویس‌های پروتکل IETF QUIC آورده می­شود. برای مثال، شماره بسته به صورت یکنواختی افزایش می­یابد، لذا ارسال کننده QUIC می­داند که آیا یک ACK دریافت شده برای بسته اصلی است یا برای بسته ای است که مجدد انتقال داده شده است. علاوه بر این، در حالی که با ویژگی TCP SACK تنها سه دامنه ACK مشخص می­شود [115]، QUIC تعداد دامنه‌های ACK را در یک بسته بازخورد محدود نمی­کند. پیش نویس [48] نیز استفاده از pacing، را برای اجتناب از انتقال‌های انبوه بسته ها، و مکانیزم کاوش بسته‌های گم شده برای تشخیص موثر بسته‌های گم شده در پایان انتقال داده را توصیه می­کند.

BDP یک محصول ظرفیت گلوگاه و حداقل RTT است؛ شبکه‌ها با یک BDP بر 100kb Long Fat Networks (LEN) در نظر گرفته می­شود. مکانیزم‌های مبتنی بر گم شدن بسته کلاسیک به شدت در LENها ناکارآمد هستند، چرا که فاز بازیابی برای یک ارتباط با یک حداقل RTT 100 میکروثانیه و یک ظرفیت 100 Mb/s کمتر از یک دقیقه است، و حدود ده دقیقه است اگر ظرفیت به 1 Gb/s افزایش یابد.

کنترل افزایش باینری[[23]](#footnote-23) (BIC) [89] و CUBIC [90] دو الگوریتم کنترل ازدحام است که برای حل مسائل مکانیزم‌های اولیه با LENها توسعه یافته است.



شکل 8: ارزیابی TCP New Reno’s CWND در طول زمان

آن‌ها AIMD خالص را برای یک تابع پیچیده تر (یک جستجوی باینری در مورد BIC، و تابع CUBIC زمانی از زمان گم شدن آخرین بسته برای CUBIC، مانند شکل 2) به منظور کسب عدالت بین جریان‌ها با RTT‌های متفاوت رها می­کنند. به هر حال، BIC تهاجمی و نسبت به جریان‌های قبلی ناعادلانه تلقی می­شود، در حالی که CUBIC به صورت گسترده توسعه یافته است و در حال حاضر یک IETF Internet-Draft است چرا که می­تواند عملکرد بالایی را بدون انصاف نسبت به جریان‌ها با استفاده از مکانیزم‌های کنترل ازدحام قبلی تر کسب کند. اجرای QUIC در پایگاه کد Chromium کنترل ازدحام CUBIC را برجسته می­سازد [70], [90]. تفاوت اصلی بین CUBIC اعمال شده به TCP و QUIC این است که  برقرار است ( فاکتور کاهش برای پنجره ازدحام بعد از رویداد گم شدن بسته)، در حالی که  نیز برقرار است [72].

DCCP سه مکانیزم مبتنی بر گم شدن بسته را اجرا می­کنند: CCID 2 یک مکانیزم شبه New Reno است که از همان اصل AIMD استفاده می­کند، اما به دلیل ماهیت دیتاگرام بودن سوکت UDP اصلی از بسته‌ها به عنوان واحد داده به جای بایت استفاده می­کند. CCID 2 نیز از کنترل ازدحام برای تایید استفاده میکند، و هیچ مکانیزم انتقال مجددی ندارد چرا که برای اپلیکیشن‌هایی است که نیازمند تحویل قابل اعتماد نیستند، و ممکن است حتی با ویژگی تحویل قابل اعتماد آسیب ببینند. CCID 3، یا کنترل نرخ TCP دوستانه (TFRC)، از معادله توان عملیاتی TCP صریحا برای محاسبه نرخ ارسال به روشی منصفانه برای مقایسه جریان‌های TCP و پایداری نسبی استفاده کرده اند. این برای اپلیکیشن‌هایی توصیه می­شود که نیازمند توان عملیاتی پایدارتر هستند و در عین حال دوستدار TCP هستند. CCID 4 یک تغییر از TFRC طراحی شده برای اپلیکیشن‌هایی است که بسته‌های کوچک را ارسال می­کنند، و پهنای باندی معادل با جریان‌های TCP ارسال کننده بسته‌هایی با سایز کامل بدست می آورند. دیگر بسط TFRC، که در زمانی که جریان‌های DCCP یک گلوگاه را به اشتراک میگذارند بهتر رفتار میکند، در [123] پیشنهاد شده است.

این روزها، بیشتر جامعه پژوهشی از تخمین ازدحام مبتنی بر گم شدن بسته فاصله گرفته اند. چندین مطالعه شبیه سازی نشان داده اند که هیچ یک از این مکانیزم‌ها در شبکه‌های بی سیم، در شبکه‌های اد هاک موبایل، و در شبکه‌های پهن باند، با تاخیر بالا خوب اجرا نمی­شوند. TCP، QUIC، و SCTP همه از مسائل یکسانی در رنج هستند، چرا که مسئله از فلسفه کنترل ازدحام مبتنی بر گم شدن بسته نشات می­گیرد. به هر حال، این می­تواند یک اصل طراحی سودمند برای برخی از سناریوهای شبکه باشد، به خصوص زمانی که RTT‌های بسیار بالا دخیل هستند. یک مثال TCP Noordwijk [126] است، یک نسخه میان لایه‌ای TCPکه از ویژگی‌های لینک‌های ماهواره ای بهره برداری میکند. ویژگی اصلی TCP Noordwijk این است که داده را در شلوغی و ازدحام با حداکثر ظرفیت گلوگاه انتقال میدهد، و یک بافر بزرگ در گلوگاه دارد و جریان‌های رقیب را در نظر نمی­گیرد. عدالت توسط برنامه ریزی انتقال مناسب تضمین می­شود؛ یک پیشنهاد اخیر، به نام TCP Wave [91]، که پروتکل را با حذف جنبه‌های میان لایه‌ای و پذیرش الگوریتم برای هر نوع لینک بسط می­دهد. پروتکل سریعا عدالت را با هر نوع دیگر جریان مبتنی بر گم شدن بسته به دست مییآورد، و سریعا به محیطی که جریان‌های رقیب متوقف شوند به استفاده کامل از پهنای باند باز میگردد. به هر حال، اگر پروتکل بسته‌هایی را پشت سر هم ارسال کند، بسته‌ها در ارسال کننده تا زمان توالی بعدی صف می­شوند، که باعث یک زمان صف طولانی میشود. مکانیزم‌های مبتنی بر توالی به شدت برای جیتر و نوسانات ظرفیت ارزشمند است چرا که آن‌ها نیاز است که به یک نرخ ارسال متعهد باشند و فرصت کمتری برای تصمیم اشتباه، نسبت به الگوهایی که تعهدات کمتری دارند دارا می­باشند: اگر لینک گلوگاه با زمان تغییر کند، واکنش آن‌ها زمان میبرد و می­تواند خطاهای بزرگتری ایجاد کند. بسیاری از اپلیکیشن‌های متداول نسبت به تاخیر و جیتر حساس هستند، و سودمندی Wave را در شبکه‌های استاندارد کاهش میدهند.



شکل 9: رشد CWND الگوریتم CUBIC

 **.Bمکانیزم‌های مبتنی بر تاخیر**

مکانیزم‌های مبتنی بر گم شدن بسته، مانند CUBIC می­تواند به صورت کارآمدی از بیشتر ارتباطات استفاده میکند؛ به هر حال، تنها سیگنال ازدحامی که درک میکنند گم شدن بسته است. اگر بافر در لینک گلوگاه بزرگ باشد، بسته‌ها تا زمان پر شدن بافر جمع میشوند، در حالی که ارسال کننده نرخ ارسال را افزایش می­دهند و تاخیر صف نیز افزایش می یابد. حتی در شرایط وخیم تاخیر تا ده ثانیه هم میرسد، و پر شدن بافر کاملا می­تواند باعث ناپایداری در توان عملیاتی مشاهده شده توسط جریان‌های دیگر شوند.

یک راه حل ممکن برای این کنترل ازدحام مبتنی بر تاخیر است: گم شدن بسته‌ها ممکن است نشانه ای از ازدحام باشد، اما ازدحام ممکن است خیلی قبل تر از پرشدن بافر رخ دهد، و تشخیص زودتر آن می­تواند واکنش کنترل ازدحام را افزایش دهد، که می­تواند به محض افزایش RTT از کاهش شدید در توان و تاخیر زیاد خودداری کند.

TCP Vegas [92] اولین اجرا برای استفاده از تاخیر به عنوان سیگنال ازدحام است: بعد از یک فاز slow start ملایم تر [127]، این پنجره ازدحام را برای توان عملیاتی مورد انتظار کانال تنظیم میکند. کانال فرض می­شود که زیاد استفاده نمی­شود اگر RTT به حداقل مقدار اندازه گرفته شده نزدیک باشد؛ به محضی که RTT به فراتر از یک آستانه مشخص رشد کند، پروتکل متوقف می­شود. Vegas منصفانه است و از ظرفیت بهتر از Reno استفاده می­کند در حالی که یک تاخیر کم را حفظ میکند. به هر حال، اولین نسخه Vegas مسائل شدیدی با مکانیزم Delayed ACK دارد، که بر تخمین RTT آن، با لینک‌هایی با تاخیر بالا تاثیر میگذارد. این مسائل استقرار بهبودهای متدول را ارتقا میدهد، مانند Vegas-A، که مسیریابی مجدد و عدالت در اشتراک گذاری پهنای باند را بررسی میکند، Vegas-V [129]، تهاجمی بودن الگوریتم اصلی را افزایش میدهد، در حالی که همچنان برای جریان­های دیگر منصف باقی می ماند، و Adaptive Vegas [130]، که تطبیقی در آن به توانایی الگوریتم برای تغییر پارامترهایش بر اساس آماره‌های توان عملیاتی و تغییرات RTT اشاره دارد. برخی از نسخه‌های خاص برای شبکه‌های اد هاک بی سیم و موبایل توسعه یافته­اند؛ سه اصلاح خاص به بخشی از الگوریتم Vegas جدید تبدیل شده اند. New Vegas [93] از pacing بسته‌ها در فاز شروع آهسته برای اجتناب از مسائل ناشی شده از burstiness, استفاده میکند، و بسته‌ها را دو تایی برای اجتناب از مسئله Delayed ACK ارسال میکند، در حالی که بیشتر ایده‌های اصلی Vegas’ را حفظ میکند.

یک مکانیزم کنترل ازدحام مبتنی بر تاخیر برای DCCP در [134] پیشنهاد شده است، که نرخ ارسال را با نرخی بین حداقل و RTT حاضر کاهش می­دهد. یک مکانیزم شبه Vegas از تاخیر یک طرفه برای سنجش ازدحام استفاده میکند، که نرخ ارسال را برای حفظ QoS تطبیق میدهد. از انجایی که این الگوها استاندارد نشده اند، آن‌ها به یک CCID خاص نسبت داده می­شوند.

در طی چند سال گذشته، استقرار پروتکل‌های مبتنی بر تاخیر به لطف افزایش اپلیکیشن‌های تعاملی با الزاماتی بر تاخیر با مقاومت جدیدی مواجه شده اند. Verus [94] یک پروتکل کنترل ازدحام انتها به انتهای مبتنی بر تاخیر است که از سنجش تاخیرها برای تطبیق سریع با اندازه پنجره ازدحام برای ارتقای عملکرد انتقال در شبکه‌های سلولی استفاده میکند. این الگوی AIMD مشابهی مانند TCP سنتی را حفظ میکند، اما بخش افزایش افزودنی را تغییر میدهد: با سنجش پیوسته کانال، اندازه پنجره در هر مرحله برطبق مشاهدات تغییرات تاخیر بسته افزایش می یابد یا کاهش می­یابد، که نویسندگان آن را " یادگیری مشخصه تاخیر" میگویند. اساسا، پروتکل یک تابع تجربی را با برقراری ارتباط CWND و تاخیر و مشاهده زمانی که نرخ از ظرفیت کانال فراتر میرود، ایجاد میکند. مراحل کاهش چند برابر و شروع کند هنوز اصلاح نشده است. این استراتژی میتواند موثرتر از استفاده از یک مدل صریح ارتباطی باشد، و به صورت خاصی با استفاده از یک پنجره لغزان بر یک دوره برابر با RTT تخمین زده شده حاصل میشود.

تست جهان حقیقی توسط نویسندگان [94] بر شبکه‌های 3G و LTE با در نظر گرفتن جریان‌های رقابتی متعدد بین برخی از دستگاه‌ها و سرورها در یک پهنای باند بالا و شبکه تاخیر کم اجرا میشود، که نتایج آن نشان میدهد که Verus می­تواند یک توان عملیات را مشابه با TCP CUBIC بدست آورد و در عین حال تاخیر را به ترتیب بزرگی کاهش دهد. نویسندگان همچنان اشاره کردند که چگونه Verus از دیگر پروتکل‌ها بهتر اجرا میشود و سریعتر با تغییرات شبکه و جریان‌های جدید، با توان عملیاتی مستقل از RTT وفق می یابد، و عادلانه بودن پروتکل را تایید میکند. در حالی که نتایج مثبت توسط اقدامات مستقل تایید میشوند، این تست‌ها بر بارهای محاسباتی انبوه که تخمین مشخصه تاخیر Verus بر ارسال کننده وارد میکند تاکید میکند، استفاده ان از سناریوهای لینک بالایی و توان عملیاتی بالا ممکن است به دلیل پیچیدگی پروتکل غیر ممکن باشد.

در کل، مکانیزم‌های مبتنی بر تاخیر با یک توان عملیاتی مشابه در شرایط حقیقی پایدارتر هستند، بسته‌های کمتری را مجدد انتقال میدهند و تاخیر کمتری نسبت به مکانیزم‌های مبتنی بر گم شدن بسته‌ها دارند. به هر حال، به دلیل تهاجمی بودن بالای پروتکل‌های موجود، هنوز پذیرفته نشده اند. اگر یک جریان مبتنی بر تاخیر و گم شدن بسته یک گلوگاه را به اشتراک گذارند، و بافر در گره گلوگاه به اندازه کافی بزرگ باشد، مکانیزم مبتنی بر تاخیر ازدحام را خیلی قبل تر از رقبای مبتنی بر گم شدن بسته حس می­کند، که نرخ ارسال آن را بالا نگه خواهد داشت [136]. در نتیجه، توان عملیاتی جریان مبتنی بر تاخیر اساسا به صفر می­رسد، در حالی که جریان مبتنی بر گم شدن بسته همه ظرفیت موجود را به خود اختصاص میدهد. از آنجایی که اکثر سرورها در اینترنت یک مکانیزم کنترل ازدحام مبتنی بر گم شدن بسته را اجرا میکنند و ترافیک مبتنی بر گم شدن بسته و تاخیر را جدا می­کنند بسیار هزینه بر هستند و نیازمند تغییرات گسترده هستند، پروتکل‌های مبتنی بر تاخیر هیچ گاه در مقیاس‌های گسترده استقرار نیافته اند. به هر حال، استقرار پروتکل‌های مبتنی بر تاخیر با عملکرد بهتر، که ممکن است از تهاجمی بودن جریان‌های مبتنی بر گم شدن بسته در رنج باشند، اخیرا به لطف تکنیک‌هایی مانند قسمت بندی شبکه[[24]](#footnote-24) و مجازی سازی تابع شبکه[[25]](#footnote-25)(NFV) امکان پذیر شده اند، اگر چه هنوز شامل تلاش قابل توجهی بر بخش اپراتور شبکه است.

دو پروتکل مبتنی بر تاخیر می­توانند به یک حالت تهاجمی تر برای اجتناب از باختن از جریان‌های مبتنی بر گم شدن بسته که اخیرا پیشنهاد شده اند، سوئیچ کنند. مانند Verus، Copa [138] یک پروتکل است که از مشخصه تاخیر برای تعیین نرخ ارسال استفاده می­کند. این از زنجیره مارکوف برای مدل کردن صریح صف گلوگاه استفاده می­کند، و به صورت پویا حالت تهاجمی خود را برای مقایسه عادلانه با پروتکل‌های مبتنی بر گم شدن تنظیم می­کند. Nimbus [95] ارتقای دیگری است که کشش ترافیک متقابل را مدل میکند، و تشخیص میدهد که چگونه جریان‌ها به تغییراتی در پهنای باند درک شده واکنش نشان میدهند و با سناریوی نتیجه تطبیق می­یابند. مدلسازی ترافیک متقابل با مشاهده تبدیل فوریه ظرفیت و تشخیص رفتار دوره ای اجرا می­شود؛ این رویکرد با CUBIC یا ترافیک متقابل Copa خوب کار میکند، اما می­تواند برای ترافیک متقابل BBR با شکست مواجه شود و در حضور جریان‌های Vegan بسیار تهاجمی است، که به عنوان جریان‌های کششی حس می­شوند و به برنده شدن ادامه میدهد.

دیگر استقرار جالب توجه توسط TCP Low Extra Delay Background Transport (LEDBAT) نشان داده شده است، یک الگوریتم مبتنی بر تاخیر توسعه یافته برای ترافیک BitTorrent است: از آنجایی که ترافیک پیش زمینه باید الویت کمتری نسبت به ترافیک کاربر داشته باشد، تهاجمی بودن پایین مکانیزم‌های مبتنی بر تاخیر به یک نقطه قوت تبدیل میشود. LEDBAT ظرفیت باقی مانده استفاده نشده توسط جریان‌های پیش زمینه را با سنجش تاخیر اضافی افزوده شده بعد از ارسال یک بسته تخمین می­زند، و تنها در صورتی که استنتاج کند که اقدام آن هیچ اثری بر جریان‌های مهم تر ندارد، انتقال را انجام میدهد. این در حال حاضر در ماشین Microsoft Windows به عنوان راه حلی برای اپلیکیشن‌های انتقال انبوه مستقر شده است. TIMELY [139] دیگر پروتکل مبتنی بر تاخیر است که پنجره ازدحام را با استفاده از گرادیان RTT تنظیم میکند، که به صورت خاصی برای مراکز داده طراحی شده است. سرانجام، TCP LoLa [22] مکانیزم CUBIC را برای یک متد تشخیص مبتنی بر تاخیر می­پذیرد، زمانی که تاخیر صف شروع به افزایش می­کند، LoLa به مکانیزم شبه Vegas، برای حفظ ظرفیت و عدالت نسبت به جریان‌های دیگر، سوئیچ می­کند.

 **.Cمکانیزم مبتنی بر ظرفیت**

TCP Westwood [97] یک مکانیزم کنترل ازدحام است که از سال 2001 معرفی شده است و صراحتا پهنای باند تخمین زده شده را به منظور تغییر تطبیقی پنجره ازدحام بعد از یک گم شدن بسته ردیابی می­کند، و در عین حال الگوی افزایش افزودنی TCP Reno را حفظ می­کند. Westwood برای لینک‌های بی سیم و سست طراحی شده است، لینک‌هایی که ظرفیت تغییر سریع دارند، و گم شدن بسته در آن‌ها ناشی از لایه فیزیکی است. هردو این فاکتورها می­توانند بر عملکرد لایه انتقال تاثیر گذارند، چرا که الگوهای مبتنی بر گم شدن بسته سنتی به گم شدن بسته‌ها با نصف کردن نرخ ارسال حتی در زمانی که نیازی به آن نیست واکنش نشان می­دهد، و ظرفیت سریعا در حال تغییر میتواند به عنوان نشانه ای از ازدحام تفسیر شود. Westwood پنجره ازدحام را برای سنجش ظرفیت ارتباطی بعد از گم شدن بسته‌ها نمی­پذیرد و عملکرد بالاتری را نسبت به الگوهای مبتنی بر گم شدن بسته‌ها در این شرایط، مانند شبکه‌های سیم دار، حاصل می­کند.

به هر حال، ایده کنترل ازدحام مبتنی بر ظرفیت اخیرا توسط Sprout [98] تجدید نظر شد، یک پروتکل انتها به انتها که برای شبکه‌های بی سیم سلولی طراحی شده است که یک سازش بین کسب بالاترین توان عملیاتی ممکن و جلوگیری از تاخیرهای طولانی بسته در صف‌های شبکه را هدف قرار میدهد. Sprout از برخی از ویژگی‌های شبکه‌های سلولی استفاده می­کند، کنترل ازدحام را در سناریوهایی خاص بهبود می­بخشد. از آنجایی که شبکه‌های سلولی اغلب از bufferbloat رنج می­برد، از گم شدن بسته‌ها برای سنجش ازدحام‌هایی استفاده میکنند که به تاخیر به شدت بالا منجر می­شود. علاوه بر این، کاربران شبکه‌های سلولی در معرض صف‌های انباشته شده دیگر کاربران نیستند، چرا که حاملان معمولا صف‌های uplink and downlink مجزایی را برای هر دستگاه متعلق به سلول تنظیم می­کنند. Sprout از حقیقت سنجش دوره ای ظرفیت ارتباطی و پیش بینی توزیع آینده آن در یک مدل مخفی مارکوف (HMM) استفاده میکند. تخمین ظرفیت موجود در عوض با حساب کردن بایت‌های دریافت شده در یک بازه طولانی و سپس تقسیم نتایج بر مدت زمان آن محاسبه می­شود. این تخمین برای پیش بینی تعداد بسته‌هایی که برای ارسال بر روی لینک‌ها امن هستند، استفاده می­شود، به همین ترتیب، تعداد درست بسته‌ها خیلی در صف منتظر نمی­مانند. این یک پروتکل به شدت قابل سفارشی سازی است: مدل می­تواند با تغییر یک پارامتر تهاجمی توان علیاتی گرا یا تاخیر گرا باشد. به هر حال، این رویکرد نیازمند یک بافر اختصاصی است، اگر جریان‌های متعدد یک بافر را به اشتراک گذارند، Sprout همه ظرفیت را به جریان‌های رقیب واگذار می­کند.

 **.Dمکانیزم‌های ترکیبی**

برخی از مکانیزم‌های کنترل ازدحام تلاش می­کنند که دو رویکرد را برای استفاده از مزایای هر دو ترکیب کنند. Compound TCP [99] یک مثال شناخته شده است، که در همه ماشین‌های ویندوز مایکروسافت به صورت پیش فرض در دسترس است. Compound از مجموع پنجره مبتنی بر تاخیر و یک پنجره Reno مبتنی بر گم شدن بسته به عنوان CWNDخود استفاده میکند، و به همین ترتیب می­توانند با LFNها بهتر از مکانیزم‌های مبتنی بر گم شدن بسته خالص در زمان حفظ معیار عدالت در آن‌ها عمل کند، چرا که پنجره ترکیبی آن سریعتر از مورد مبتنی بر گم شدن بسته خالص رشد میکند، اما رفتار پروتکل زمانی که ازدحام را حس کند به کنترل ازدحام مبتنی بر گم شدن بسته تغییر می­کند. Illinois [100] الگوریتم دیگری است که هردو تاخیر و گم شدن بسته را برای استنتاج ازدحام در نظر می­گیرد: در حالی که از گم شدن برای تشخیص ازدحام استفاده میکند، تغییر در تاخیر را برای تعیین نرخ تغییر در پنجره ازدحام استفاده می­کند.

****

شکل 10: اصل پایه BBR: مکانیزم برای کار در نقطه عملیاتی بهینه به جای پر کردن بافر گلوگاه تلاش میکند.

این با CUBIC دوست است، اما، مانند Compound، CWND آن به صورت قابل توجهی در زمانی که خیلی کمتر از ظرفیت است، سریعتر رشد می­کند؛ Veno [101]، یک ترکیب بین Vegas و Reno، از یک مدل صریح اشغال بافر گلوگاه برای کسب همان نوع رشد CWND استفاده می­کند.

قابل توجه ترین رشد اخیر در الگوی کنترل ازدحام ترکیبی بدون شک الگوریتم BBR گوگل است، که رویکردهای متفاوتی را با تلاش برای تخمین پهنای باند و RTT اتخاذ میکند. این برای کسب نقطه عملیاتی بهینه با حفظ CWND برابر با BDP تلاش میکند؛ هر افزایش بیشتر در CWND تنها تاخیر را بدون هر مزیت توان عملیاتی افزایش می­دهد، که در شکل 10 نشان داده شده است. در حالی که همگرایی به BDP با مکانیزم­های سنتی غیر ممکن است، BBR به روش دیگری حداقل RTT و ظرفیت را با تخلیه دوره ای بافر تخمین می­زند، سپس RTT را می­سنجد، و سرانجام به نرخ تحویل اولیه باز میگردد. این مکانیزم در شکل 11 نشان داده شده است.

BBR می­تواند پهنای باند را به صورت منصفانه با دیگر BBR‌ها یا جریان‌های مبتنی بر گم شدن بسته به اشتراک گذارد [21]، اما تاخیر آن زمانی که ارتباط توسط یگر پروتکل‌های آگاه از تاخیر استفاده می­شود کم است، چرا که هیچ راهی برای تصاحب سهم منصفانه ظرفیت از جریان‌های مبتنی بر گم شدن بسته بدون داشتن تاخیرهای صف قابل توجه وجود ندارد. BBR در ارتباطات با ظرفیت بالا خوب کار می­کند؛ به هر حال، حضور بافرهای کوچک باعث می­شود که نقطه عملیاتی BBR بیش از حد افزایش یابد، بنابراین به گم شدن انبوه بسته‌ها و عدم رعایت عدالت نسبت به جریان‌های مبتنی بر گم شدن بسته‌ها منجر می­شود.

عدالت و پایداری در زمان اشترک گذاری یک ارتباط با دیگر الگوریتم‌های کترل ازدحام دو مورد از بزرگترین مسائل BBR هستند. رقابت با دیگر الگوریتم‌ها می­توانند باعث نوسانات شدید توان عملیاتی شود، و تهاجمی بودن BBR در برابر جریان‌های مبتنی بر گم شدن به شدت به اندازه بافر بستگی دارد: همانطور که گفته شد، در زمانی که بافر بسیار کوچک است مکانیزم بسیار تهاجمی می­شود و زمانی که شبکه از Bufferbloat رنج می­برد بسیار محافظه کار می­شود. مسئله مشابهی توسط Farrow در مطالعه مقایسه ای بسیاری در محیط‌های شبکه ای ناهمگن از الگوریتم‌های کنترل ازدحام یعنی CUBIC، NewReno و BBR آورده شده است. تست‌های مجازی با جریان‌های عملیاتی متعدد هردو با الگوریتم‌های مشابه و متفاوت نویسنده را به سمت این نتیجه گیری سوق می­دهند که NewReno و CUBIC به اندازه کافی منصفانه هستند، و توان عملیاتی قابل پیش بینی تر و پایدارتری را ارائه میدهند، در عین حال ادعا میشود که BBR ناعادلانه است و برای استفاده عموم آماده نیست.

شک‌هایی در مورد عملکرد BBR در شبکه‌های سلولی و تحت حرکت ظهور کرده اند، اما کار برای پذیرش این نوع محیط در حال حاضر در حال انجام است. BBR نیز برای QUIC پیشنهاد شده است.

 **.Eرویکردهای یادگیری ماشین**

در طی چند سال گذشته، یادگیری ماشین یک ابزار مهم برای طراحان شبکه و پروتکل است؛ پژوهش بر کنترل ازدحام مبتنی بر یادگیری ماشین همچنان در حال انجام است، و در حال حاضر بر چند مکانیزم در ادبیات موضوعی کار شده است.

TCP Remy [102] اولین مثال از کنترل ازدحام مبتنی بر یادگیری ماشین است: نویسنده یک مدل مارکوف کانال را و یک تابع هدف را با یک پارامتر α تعریف می­کند که می­تواند برای تنظیم تهاجمی بودن پروتکل تنظیم شود، و از یک الگوریتم یادگیری ماشین برای تعریف رفتار مکانیزم کنترل ازدحام استفاده می­کند. ورودی­های داده شده به مکانیزم نرخ بین اخیرترین RTT و کمترین RTT سنجیده شده در طول ارتباط است، و میانگین حرکت موزون نمایی[[26]](#footnote-26) (EWMA) زمان بازه آخرین ACKها، و یک EWMA زمان‌ ارسال همان بسته‌ها است. خود مکانیزم ضرورتا یک شبیه سازی مونت کارلو است، و محدودیت‌هایی دارد، چرا که نیازمند دانش قبلی در مورد سناریوی شبکه است و در فرضیات پایه ای عمل میکند که از همه جریان‌های رقیب استفاده میکند. یک نسخه پیشرفته تر Remy، به نام تلاش ردیابی بهینه[[27]](#footnote-27) (TAO)، مسئله آگاهی TCP را حل میکند و در جریان‌های رقابتی ناهمگن به خوبی اجرا می­شود، اما هنوز نیازمند دانش قبلی گسترده در مورد شبکه‌ها است.

کنترل ازدحام عملکرد گرا (PCC) [104] دیگر مکانیزم یادگیری گرا است که از آزمایشات آنلاین به جای پیش آموزش آفلاین استفاده میکند: این از SACKها برای سنجش سودمندی اقدامات استفاده میکند، نرخ ارسال را منطبق با آن تنظیم میکند. PCC نسبت به نسخه‌های TCP مبتنی بر گم شدن بسته تهاجمی تر است، و با بافرهای کوتاه و RTTهای بالا به خوبی اجرا میشود، اما عملکرد آن در شبکه‌های بی سیم و لینک‌ها تحت تاثیر Bufferbloat تست نشده است. PCC Vivace [12] یک نسخه جدید از مکانیزم کنترل ازدحام با دوستی TCP بهبود یافته و یک مکانیزم یادگیری پیشرفته تر با استفاده از تکنیک‌های رگرسیون خطی است.

یک تلاش در استفاده از تکنیک‌های یادگیری نظارت شده پیشرفته تر برای طراحی مکانیزم‌های کنترل ازدحام در [153] آورده شده است، و یادگیری Q در [154][155] استفاده شده است. به هر حال، همه این الگوریتم‌ها برای توپولوژی‌های بسیار ساده شبکه و شرایط ساده شبکه بهینه سازی شده اند و به شدت به سناریوی در نظر گرفته شده بستگی دارند، لذا تا آنجا که می­دانیم هیچ مکانیزم کنترل ازدحام به خوبی تست شده و کاملا اجرا شده ای با استفاده از این تکنیک‌های وجود ندارد. در این راستا، نویسندگان [105] از یک رویکرد یادگیری تقویت کننده برای بهبود عملکرد جریان‌های TCP بلند و کوتاه را بررسی کردند.



شکل 11: یک بررسی بر نقاط عملیاتی در وضعیت‌های الگوریتم BBR

به خصوص، رویکرد پیشنهادی، از دو فرآیند یادگیری متفاوت برای پذیرش پنجره اولیه ارتباطی استفاده میکند (تعداد بسته‌هایی که در زمان شروع ارتباط می­توانند ارسال شوند) و الگوریتم کنترل ازدحام برای هر جریان واحد استفاده می­شود. ارزیابی عملکرد بر اساس یک اجرای واقعی است، و ترافیک حقیقی یا ردهای ترکیبی آن از یک ارائه دهنده خدمات وب اصلی تولید شده است. سرانجام، QTCP یک رویکرد یادگیری تقویتی را می­پذیرد اما اقدامات که در دسترس هستند مستقیما به ابعاد پنجره ازدحام مربوط هستند. نویسندگان، عملکرد الگوی آن‌ها با TCP NewReno را مقایسه کردند.

یک بحث دقیق تر بر ملاحظات طراحی برای مکانیزم‌های کنترل ازدحام مبتنی بر یادگیری ماشین جدید را می­توانید در [156] ببینید.

 **.Fرویکردهای میان لایه‌ای**

همانطور گه گفته شد، TCP بر یک انتزاع از هاب‌های متعدد بین دو نقطه انتهایی ارتباطی برای اجرای عملیات کنترل ازدحام متکی است. این، به هر حال، گاهی با توجه به اینکه TCP ممکن است در اتخاذ مشخصه‌های خاص رسانه با شکست مواجه شود، خیلی بهینه نیست. بنابراین، رویکردهای میان لایه­ای طراحی الگوریتم‌های کنترل ازدحامی را که از اطلاعات دقیق تر و اضافی ارائه شده توسط لایه‌های پایین تر پشته پروتکلی ارائه میدهد را هدف قرار میدهد، و به خصوص در دامنه‌های بی سیم بیشتر عمومیت دارد.

چندین مقاله اخیرا، راه حل‌های متقابلی را برای مقابله با شبکه‌های سلولی فعال در فرکانس‌های mmWave پیشنهاد دادند. در [157], [158]، نویسندگان پنجره ازدحام TCP را برای BDP ارتباطی تنظیم کردند، و اطلاعات لایه کنترل دسترسی به رسانه (MAC) و لایه فیزیکی را در پایانه موبایل، برای ارتباطات TCP downlink and uplink ردیابی کردند. مقاله [159] یک مکانیزم مبتنی بر پروکسی را در ایستگاه پایه ای که ACKها را ردیابی میکند پیشنهاد داد و مقدار پنجره اعلان شده را برای اجبار ارسال کننده TCP اصلاح نشده به ردیابی BDP ارتباطات انتها به انتها با یک لینک mmWave تغییر داد.

پارادایم SDN امکانات جدیدی را برای رویکردهای میان لایه‌ای فراهم کرده است، که به لایه انتقال امکان رزرو منابع برای اپلیکیشن‌هایی با تاخیر کم با برقراری ارتباط مستقیم با کنترلر شبکه را می­دهد.

دیگر رویکر لایه مقابل ممکن برای در نظر گرفتن نیازهای اپلیکیشن: چندین نسخه TCP که اعوجاج نرخ و نوع محتوا را در جریان چند رسانه ای را در نظر می­گیرند پیشنهاد شدند.

در [164]، نویسندگان مجدد بر یک رویکرد میان لایه‌ای برای شبکه‌های سلولی 3G and 4G اعمال شده به کنترل ازدحام QUIC، با اصلاحاتی در ارسال کننده و گیرنده تجدید نظر کرده اند.

 **.Gشبکه مرکز داده و مسئله Incast**

همانطور که در بخش II-B تشریح شده است، مراکز داده یک محیط شبکه ای بسیار عجیب است، که نیازمند چندین تنظیم بر لایه انتقال برای اجتناب از مسائلی مانند مسئله Incast هستند. در طی چد سال گذشته، تلاش‌هایی برای کاهش این مسئله صورت گرفته است. DCTCP [45] یک الگوریتم کنترل ازدحام بر اساس ECN است، که پنجره ازدحام را بر اساس مقدار ازدحام تجربه شده کاهش میدهد، که فضای بافر کافی برای اجتناب از مسئله Incast را حفظ میکند.

گزینه دیگر رها کردن کنترل ازدحام استاندارد و استفاده از کنترل نرخ صریح است، همانطور که در الگوی تحویل با مهلت مقرر[[28]](#footnote-28) (D3)، که می­تواند مسئل را حل کند اگر پشتیبان کامل شبکه در دسترس باشد، دیده شده است. این می­تواند با استفاده از راه حل‌های SDN و NFV اجرا شود، اما مقیاس پذیری همچنان مشکل است، و D3 نسبت به انفجار بسته‌ها آسیب پذیر است. TCP مراکز داده آگاه از مهلت مقرر (D2TCP)، یک الگوی توزیع شده است که مهلت‌های مقرر سطح اپلیکیشن را برای بلوک‌های داده مانند D3 در نظر می­گیرد، در حالی که از نیاز به پشتیبانی کامل شبکه و آسیب پذیری نسبت به ترافیک انفجاری اجتناب میکند. این به DCTCP شبیه است، اما در زمان اجرای اجتناب از ازدحام آگاهی کاملی از مهلت مقرر دارد.

الگوی pFabric [168] براساس دورانداختن زودهنگام دیگر تکنیک پشتیبان شبکه است، سوئیچ‌ها دور انداختن اولویت دار را با بافرهای بسیار کوچک اجرا میکنند، و حتی اگر جریان‌ها تهاجمی باشند و تا زمانی که نرخ گم شدن بسته به صورت سازگاری بالا است back off رخ نمی­دهد، زمان بندی جریان اجرا می­شود. در این نوع سناریو، جریان‌ها نیاز دارند تهاجمی باشند، یا مکانیزم دور انداختن زود هنگام؛ توان عملیاتی آن‌ها را تا زیر حد قابل حصول کاهش میدهد. پروتکل pHost [169] جایگزاری عملکرد pFabric’s را بدون هر پشتیبانی شبکه هدف قرار میدهد، و از یک الگوی مبتنی بر توکن در گیرنده‌ها برای انتساب اولویت‌ها به ارسال کننده‌ها استفاده میکند. گیرنده‌ها جریان را با کمترین بایت باقی مانده در زمان انتساب توکن‌ها اولویت بندی می­کنند، عملکرد نزدیک بهینه ای را کسب میکنند. ExpressPass [170] تکنیک دیگری است که از بسته‌های اعتباری سمت گیرنده برای کنترل نرخ سمت ارسال کننده استفاده میکند؛ بسته‌های اعتباری می­توانند بدون هیچ پیامدی گم شوند، و نرخ گم شدن برای سنجش ظرفیت اعتبار استفاده می­شود. Homa [171] یک پروتکل بدون غیراتصال گرای جدید است که از pHost و ExpressPass الهام گرفته است، که می­تواند به صورت قابل توجهی تاخیر را بدون پشتیبانی شبکه کاهش دهد. این به صورت تهاجمی از صف اولویت در سوئیچ، با استفاده از کنترل جریان گیرنده محور برای انتساب اولویت و حد صریح مسئله Incast با حساب درخواست‌های برون سپاری شده و نشانه گذاری بسته‌های جدید برای کاهش اولویت آن‌ها اگر با یک طول مشخص باشند، استفاده میکند. این ماهیت غیراتصال گرا HoL blocking را محدود میکند و از تایید صریح اجتناب میکند، و سهم بیشتری در کارآمدی پروتکل دارد.

الویت بندی، داوری، و نقاط انتهایی خود تنظیم (PASE) یک استراتژی است که رویکردهای DCTCP, D3, and pFabric را ترکیب میکند. این از همه سه مکانیزم در مقیاس‌های متفاوت استفاده میکند: کنترل صریح نرخ در مقیاس زمانی و با دقت پایین، چرا که خود نقاط انتهایی میتوانند ک تخصیص بهینه را با کاوش برطبق الویت نسبت داده شده پیدا کنند. سرانجام، اولویت بندی شبه pFabric و دور انداختن بسته‌ها در مقیاس بسیار کوتاه اجرا میشود. این رویکرد ترکیبی میتواند در هر پذیرش بهتر اجرا شود.

برای بحث کامل تر بر شبکه‌های مراکز داده و مسائل لایه انتقال آن ها، خواننده را به [33][173][175] ارجاع می­دهیم.

 **.Hجهات پژوهشی و چالش‌های باز**

در بیشتر پروتکل‌های انتقال کنترل ازدحام یک مولفه مهم در عملیات است. TCP, SCTP, and QUIC این را طبیعی اجرا میکند، و DCCP تکاملی را در طراحی پروتکل‌های انتقال غیرقابل اعتماد که برای ازدحام در نظر گرفته می­شود نشان میدهد. پژوهش در کنترل ازدحام به عنوان تکامل سریعی در چند جهت دیده می­شود: در حالی که رویکردهای مبتنی بر گم شدن بسته، تاخیر و ظرفیت همه به عنوان سنگ بنای پروتکل‌های کارآمدتر استفاده می­شوند، پروتکل‌های میان لایه‌ای و مبتنی بر یادگیری ماشین جدید جذب علایق پژوهشی قابل توجهی را آغاز کردند.

روند اصلی در این عرصه به غلبه بر رویکردهای مناسب برای همه کنترل­های ازدحام در برابر الگوریتم‌هایی که استفاده از یک مورد خاص را هدف قرار میدهند مربوط است. برای مثال، چند پروتکل مبتنی بر تاخیر صف کم را هدف قرار میدهند، که به تاخیر انتها به انتهای کم تفسیر می­شود. به هر حال، به روزرسانی‌ها در مکانیزم کنترل ازدحام TCP نیازمند اصلاحاتی در کرنل است، و بنابراین یک به روزرسانی سیستم عامل صورت میگیرد، که یک کار دست و پاگیر است. توسعه پروتکل‌های فضای کاربر، مانند QUIC، به محققین اجازه میدهد که چیزهای بیشتری را آزمایش کنند، و شبکه از طریق SDN حمایت شود و قطعه بندی شبکه توسعه مکانیزم‌هایی که به اندازه CUBIC تهاجمی نیستند را هدف قرار میدهد، چرا که آن‌ها میتوانند در بافرهای مجزا ایزوله شوند و بنابراین نیاز نیست با آن‌ها مقابله کنیم.

**5. پروتکل‌های انتقال چند مسیره**

این روزها، بیشتر دستگاه‌ها می­توانند از تکنولوژی‌های ارتباطی متعدد همزمان استفاده کنند: برای مثال، تلفن‌های هوشمند مدرن می­توانند هردو WiFi و LTE را به یکدیگر متصل کنند. به همین دلیل، ارتباطات چند مسیره موضوع مورد توجهی در چند سال اخیر بوده است. در لایه انتقال، پروتکل‌های چند مسیره نیاز است که برای بهره برداری موفقیت آمیز از مزایای تنوع چند مسیره طراحی شوند، اما این کار هیچ وقت ساده نبوده است.

**MPTCP .A**

MPTCP یک بسط سازگار عقب گرد از TCP است، که به عنوان استاندارد آزمایشی در سال 2011 [25], [26], [176] منتشر شده است و حال به صورت گسترده مستقر شده است [177]. این به اپلیکیشن‌ها اجازه میدهد که از ارتباطات متعددی به صورت همزمان بدون هیچ تغییری در سوکت API استفاده کنند.



شکل 12: پشته پروتکلی MPTCP

استفاده از ارتباطات متعدد می­تواند کل ظرفیت را بهبود بخشد، و افزونگی را در برابر شکست‌های لینک فراهم کند، و بار بر مسیرهای مزدحم را کاهش دهد. به منظور تضمین سازگاری عقب گرد و شفافیت در اپلیکیشن ها، MPTCP نیاز است که در کرنل سیستم عامل اجرا شود.

شکل 12 معماری پایه هاست MPTCP را نشان میدهد: ارتباط ترکیبی از دو جریان TCP مجزا در مسیرهای متفاوت است، هریک دارای کنترل ازدحام خود و مکانیزم ACKing است. استفاده از جریان‌های TCP تک مسیره ضروری است چرا که بسیاری از جعبه‌های میانی ترافیک TCP را بررسی میکنند و بسته‌ها با رفتارهای ناسازگار و با عملیات طبیعی پروتکل به دلایل امنیتی دور انداخته می­شوند.

یک سشن MPTCP با یک زیرجریان TCP واحد آغاز می­شود: هاست‌های توانمند MPTCP می­توانند یک دیگر را با تنظیم گزینه MP\_CAPABLE در اولین بسته دست تکان دادن ارتباط شناسایی کنند. دو هاست سپس کلیدهای رمزنگاری را برای افزودن زیرجریان‌های جدید امن تبادل میکنند؛ این میتواند با تنظیم گزینه MP\_JOIN و استفاده از هش کلیدهای ارتباطی در طول دست تکان دادن TCP استاندارد ایجاد شود. MPTCP از اضاقه و حذف آدرس‌ها در هاست، به صورت صریح و ضمنی حمایت میکند.

MPTCP بسته‌هایی را به دو شماره توالی اختصاص میدهند: شماره تولید استاندارد برای هر زیر جریان و یک شماره توالی داده سطح ارتباط (DSN) نسبت داده شده اند. از آنجایی که کنترل ازدحام و انتقال مجدد نیاز است که در سطح زیر جریان رخ دهد، چرا که هر زیر جریان یک ارتباط TCP full-fledged در نوع خود است، و شماره‌های توالی سطح جریان نیاز است که متوالی باشند و داده در هر زیر جریان باید به ترتیب تحویل داده شود؛ DSN سطح ارتباط نیاز است که دو جریان داده مجزا را به هم پیوند زند و داده اصلی را بسازد. [179]. انتقال مجدد همان داده بر زیرجریان‌های متعدد امکان پذیر است، چرا که DSN سطح ارتباطی می­تواند بسته را در سطح ارتباط شناسایی کند و HoL را کاهش دهد اگر زیرجریان مسدود شود.
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