

**استفاده از امکان ‌سنجی معیار منطق برای کاهش اندازه تست با تضمین تشخیص نقص**

**چکیده**

برخی از معیارهای پوشش تست منطق نرم‌افزار نیازمند ورودی‌هایی[[1]](#footnote-1) هستند که تضمین‌کننده تشخیص مجموعه‌ بزرگی از انواع نقص‌ها دارند. یکی از معیارهای قدرتمند در این زمینه، MUMCUT است که از سه معیار تشکیل شده است که در آن هر مولفه تشخیص نوع خاصی از نقایص را تضمین می‌کند. در عمل، معیارها ممکن است با توجه به نوع نقصی که تشخیص داده شده است با یکدیگر همپوشانی داشته باشند در نتیجه این موضوع منجر به آزمون‌های زائد متعددی خواهد شد، اما به دلیل این حقیقت ناخوشایند که نیازمندی‌های آزمون‌ غیرعملی در آزمون‌ها مشخص نمی‌شود، تمامی معیارهای سازنده مورد نیاز است. بینش کلیدی این مقاله در تجزیه و تحلیل امکان‌سنجی معیار تشکیل‌دهنده‌ای است که می‌تواند برای کاهش اندازه مجموعه آزمون بدون فداکردن تشخیص نقص مورد استفاده قرار بگیرد. به عبارت دیگر، معیارهای گران را می‌توان برای مواقعی رزرو کرد که استفاده از آن‌ها واقعا ضرروری باشد. در این مقاله یک معیار منطقی جدیدی با نام، کمینه [[2]](#footnote-2)MUMCUT، بر اساس بینش مقاله معرفی شده است. با توجه به گزاره داده شده در کمینه DNF، تعیین می‌کند که کدام یک از معیارهای سازنده در سطح اصطلاحات و لیترال‌ها[[3]](#footnote-3) منحصر‌به‌فرد امکان‌پذیر است. این موضوع به نوبه خود تعیین می‌کند که کدام معیارها مجددا در سطح اصطلاحات و لیترال‌ها منحصر‌به‌فرد ضروری هستند. در این مقاله یک مطالعه تجربی با استفاده از گزار‌ه‌ها در نرم‌افزار اویونیک[[4]](#footnote-4)ارائه شده است. این مطالعه نشان می‌دهد که کمینه MUMCUT سبب کاهش اندازه مجموعه آزمون تا حدی می‌شود که تنها چند درصد از انداره مجموعه آزمون در صورتی که امکان‌پذیری در نظر گرفته نشده باشد، مورد نیاز است و تشخیص نقص را نیز فدای این موضوع نمی‌کند.

**کلمات کلیدی:** تست منطق نرم‌افزار، نقص نرم‌افزار، معیار، MUMCUT، فرم نرمال اشتراکی [[5]](#footnote-5).

**1. مقدمه**

نیازمندی‌های[[6]](#footnote-6) آزمون غیرممکن[[7]](#footnote-7) تقاضاهایی برای آزمون‌ها هستند که به سادگی وجود ندارند. آن‌ها حقایقی ناخوشایند از زندگی در آزمون نرم‌افزار هستند. آن‌ها مهندسان آزمون را گیج می‌کنند، مهندسان آزمون باید تصمیم بگیرند که آیا نیازمندی آزمونی معین واقعا غیرممکن است یا اگر یک چستجوی دقیق‌تر برای ورودی مناسب در سفارش است. آن‌ها همچنین تلاش‌های محققان برای ارتباط معیارهای پوشش را نیز به سردرگمی می‌کشانند. پس بر اساس تعریف، نیازمندی آزمون غیرممکن برای یک معیار معین، نتیجه آزمون را نمی‌دهد. اگر وقوع نیازمندی آزمون متناظر برای یک معیار «ضعیف‌تر» ممکن باشد، امکان‌ناپذیری می‌تواند معیار ظاهرا «قوی‌تری» برای شکست در گنجاندن «ضعیف‌تر» باشد. بسیاری از موارد معروف از این پدیده در پیشینه تحقیق انجام آزمون یافت می‌شود. در این مقاله، ما به امکان‌ناپذیری در زمینه معیارهای آزمون منطقی طراحی‌شده برای سلسله‌مراتب[[8]](#footnote-8) نقض لاو[[9]](#footnote-9) و یو [[10]](#footnote-10)خواهیم پرداخت [9].

ما آزمون گزاره‌ها را بر روی متغیرهای بولین[[11]](#footnote-11)در انزوا[[12]](#footnote-12) در نظر می‌گیریم. در این دامنه محدود، تعیین اینکه آیا نیازمندی آزمون امکان‌پذیر است امری ساده خواهد بود. البته، هنگامی که این گزاره‌ها در داخل برنامه‌های واقعی دفن می‌شوند، همچنان یک مسئله قابل‌کنترل دشوار در انتخاب ورودی‌ها برای هدایت متغیرها در گزاره‌ها به مقادیر مطلوب وجود دارد اما این موضوع تمرکز این تحقیق نیست.

یک گزاره در متغیرهای n حداکثر دارای 2 n آزمون است. برای برنامه‌های کاربردی که در آن‌ها n بزرگ است، مجموعه آزمون جامع اغلب بسیار گران‌قیمت است. از این رو، برخی از معیارهای منطقی قابلیت تشخیص نقص را برای کاهش اندازه مجموعه آزمون فدا می‌کنند. در این مقاله امکان‌سنجی برای بهبود راه‌حل‌های این تبادل مورد تجزیه و تحلیل قرار می‌گیرد. ما بر روی سه نقص تمرکز خواهیم کرد: نقص درج لیترال[[13]](#footnote-13) (LIF)، نقص مرجع لیترال (LRF) و نقص ازقلم‌افتادگی لیترال [8] اسامی این سه مورد هستند. یک LIF شامل درج یک لیترال یا یک لیترال منفی در داخل یک اصطلاح است. یک LRF مستلزم جایگزینی یک لیترال یا یک لیترال منفی از یک اصطلاح دیگر است. یک LOF مستلزم حذف یک لیترال است. LIF، LRF و LOF به دو دلیل مهم هستند. نخست، آن‌ها اشتباهات برنامه‌نویس را تقلید می‌کنند. فرضیه برنامه‌نویس شایسته [1] بیان می‌کند که برنامه‌نویس شایسته برنامه‌هایی را می‌نویسد که از نسخه فعلی با تعداد نسبتا کمی از نقص‌های نمونه تفاوت دارد و بنابراین نقص‌های سلسله مراتبی خطاهای[[14]](#footnote-14)محتملی هستند که باید مورد آزمون قرار بگیرند. دوم سلسله مراتب نقص لاو و یو [6] اطمینان می‌دهد که تشخیص این نقص‌ها سبب شناسایی سایر نقص‌ها خواهد شد. یعنی این سه خطا در بالای یک سلسله‌مراتبی از نقص‌ها قرار دارند.

چن[[15]](#footnote-15)، لاو و یو [4] معیار پوشش MUMCUT را توسعه‌ دادند که به طور خاص برای تضمین شناسایی تمامی نقص‌ها در سلسله مراتب نقص‌ها کاربرد دارد. معیار MUMCUT مشتمل بر سه معیار مولفه اصلی است که عبارتند از: چند نقطه درست منحصر‌به‌فرد (MUTP)، چند نقطه غلط نزدیک (MNFP) و نقطه درست منحصر‌به‌فرد متناظر با نقطه غلظ نزدیک (CUTPNFP). جزئیات این معیارهای سازنده در بخش 2 ارائه شده است. برای این مقاله، مسئله کلیدی نقش امکان‌سنجی در هر معیار مولفه ضروری است.

به طورخاص اگر MUTP امکان‌پذیر باشد، می‌توان آن را با آزمون‌های کمتری نسبت به آنچه که CUTPNFP یا MNFP نیاز دارد، تقویت کرد و در عین حال کل سلسله مراتب نقص‌ها را شناسایی کرد. در صورتی که MUTP غیرممکن باشد، شرایط پیچیده خواهد شد. زمانی که MUTP غیرممکن است ولی CUTPNFP امکان‌پذیر است، اصلا نیازی به MNFP نیست. اگر هم MUTP و هم CUTPNFP غیرممکن باشند، پس MNFP مورد نیاز است. یک جنبه کلیدی این مقاله این است که استدلال‌های غیرممکن در سطح ریزساختار اصطلاحات و لیترال‌ها اعمال می‌شود و بنابراین CUTPNFP و در صورت لزوم MNFP می‌تواند تنها در جایی که ضروری است مورد استفاده قرار بگیرد.

MUMCUT رویکرد ساده‌ای دارد که نیاز به تمام سه معیار مولفه اصلی دارد. این رویکرد قطعا کارآیی لازم را دارد ولی گران است. CUTPNFP و به ویژه MNFP نیاز به تعداد زیادی از آزمون‌ها دارد اما همانطور که در بالا اشاره شد، تنها در موارد نسبتا کمی ضروری است.

اعانه‌های این مقاله عبارتند از:

1) استفاده از تجزیه و تحلیل امکان‌سنجی معیار مولفه اصلی MUMCUT در سطح لیترال‌ها و اصطلاحات، این تجزیه و تحلیل سبب می‌شود که اندازه مجموعه آزمون بدون قربانی‌کردن تشخیص نقص کاهش پیدا می‌کند.

2) اصلاحی بر روابط تشخیص نقص سلسله‌مراتبی کار لاو و یو [9] بر اساس امکان‌سنجی معیار مولفه اصلی از معیار MUMCUT را انجام می‌دهد (شکل 1. 3).

3) یک معیار پوشش منطق جدیدی را ارائه می‌دهد که نام آن کمینه MUMCUT است و همچنین الگوریتمی برای تولید مجموعه آزمون‌های کمینه MUMCUT را ارائه می‌کند.

4) یک مطالعه موردی را نشان می‌دهد که در آن کاهش اندازه آزمون با کمینه MUMCUT امکان‌پذیر است.

این مقاله بدین شرح مرتب شده است که باقی‌ بخش 1 به بررسی اصطلاحات منطق بولین و کارهای مرتبط در معیار منطق می‌پردازد. در بخش دوم، MUMCUT و سه معیار مولفه اصلی MNFP و CUTPNFP و MUTP مورد بررسی قرار خواهند گرفت. در بخش 3 سلسله‌مراتب نقص‌ها مورد بررسی خواهند گرفت. در بخش 4 نتایجی را توسعه خواهیم داد که تاثیر غیرممکن‌ بودن را در تشخیص‌ نقص ارائه می‌دهند و الگوریتمی را برای تعیین امکان‌سنجی هر کدام از معیارها در سطح اصطلاحات و لیترال‌ها نمایش خواهد داد و در نهایت این نتایج را به الگوریتم کمینه MUMCUT می‌افزاید. در بخش 5 یک مطالعه موردی به منظور ارزیابی کاهش اندازه مجموعه آزمون توسط کمینه MUMCUT ارائه شده است. در بخش 6 در مورد این موضوع بحث می‌کنیم که چگونه این کار مربوط به مسائل کلی‌تری از آزمون است و در بخش 7 به جمع‌بندی مقاله خواهیم پرداخت.

**1 .1 مجموعه اصطلاحات منطق بولین**

جدول 1. 1 تعاریف مربوط به اصطلاحات مورد استفاده در این مقاله را فهرست می‌کند.

جدول 1 . 1 تعاریف پایه

|  |  |
| --- | --- |
| **تعریف** | **اصطلاح یا نماد** |
| مقدار بولین برای درست (TRUE) | 1 |
| مقدار بولین برای غلط (FALSE) | 0 |
| متغیرهایی که نشان‌دهنده بند‌ها در یک گزاره هستند | لیترال‌ها |
| عملگر OR | + |
| عملگر AND  | مجاورت بین لیترال‌ها |
| مجموعه‌ای از لیترال‌ها که توسط AND متصل شده‌اند | اصطلاح |
| نقیض | ~ |
| نحو[[16]](#footnote-16)گزاره‌ای که در آن اصطلاحات توسط OR جدا شده‌اند و لیترال‌ها توسط AND جدا شده‌اند. | فرم نرمال اشتراکی (DNF) |
| یک اصطلاحی که زمانی که TRUE است بدین معنی است که گزاره درست است.  | مفسر[[17]](#footnote-17) |
| مفسرانی که زمانی که یک لیترال را حذف می‌کنند احتمالا قادر به تغییر ارزش گزاره هستند. | مفسران اولیه |
| نحو گزاره‌ای که در آن امکان این وجود دارد که هر اصطلاح را به ترتیب TRUE کنیم درحالیکه سایر اطلاحات FALSE هستند. | DNF غیرزائد[[18]](#footnote-18) |
| نحو گزاره‌ای در DNF غیرزائد که در آن تمامی مفسران، مفسران اولیه هستند. | کمینه DNF |
| تخصیص مقادیری که در آن‌ها تنها یک اصطلاح TRUE است. در ab + cd، UTPها برای ab برابر است با 1100، 1101، 1110.  | نقطه درست منحصر‌به‌فرد (UTP) |
| تخصیص مقادیری که در آن‌ گزاره FALSE است اما نقیض یک لیترال تنها سبب می‌شود که گزاره TRUE شود [3]. در ab+ cd، NFPها برای a برابر هستند با 0100، 01010، 0110. | نقطه غلط نزدیک (NFP) |
| یک NFP که از یک UTP برای لیترال اصطلاح تنها در مقدار لیترال تفاوت دارد. در ab+ cd، 0100 NFP متناظر برای a است زیرا از UTP 1100 برای ab تنها در مقدار a تفاوت دارد. | NFP متناظر |
| یک معیار منطقی امکان‌پذیر است اگر و تنها قادر به ساخت تمامی آزمون‌های مورد‌نیاز باشد. | امکان‌پذیر |

**1.2 کار مرتبط**

معیار منطق از نظر نحوی (با فرض اینکه یک گزاره در یک قالب خاص است) و معنایی (بدون فرض هیچ‌گونه قالبی) مورد بررسی قرار گرفته است. چایلنسکی[[19]](#footnote-19) و میلر [[20]](#footnote-20)[6] در مورد معیار پوشش تصمیم/ شرایط اصلاح‌شده (MC/DC) بحث کرده‌اند که بهترین معیار منطق معنایی شناخته شده است. با این حال آز‌مون‌های MC/DC تشخیص اکثر نقص‌ها در سلسله‌مراتب نقص‌های لاو و یو را تضمین نمی‌کند [7]. ویووکر[[21]](#footnote-21)، گورادیا[[22]](#footnote-22)و سینق [[23]](#footnote-23)[13] معیارهای نحوی MAX-A و MAX-B را پیشنهاد دادند، که آزمون‌های آن‌ها سبب تضمین تشخیص تمامی نقص‌ها در سلسله مراتب شده است. چن، لاو و یو [4] یک معیار MUMCUT را توسعه‌ دادند که در آن آزمون‌ها سبب تضمین تشخیص تمامی نقص‌ها در سلسله‌مراتبی با اندازه مجموعه آزمون کوچک‌تری شد. چن و لاو [2] الگوریتم حریصانه[[24]](#footnote-24) MUTP را برای برآورده‌سازی معیار MUTP به عنوان مولفه‌اصلی معیار MUMCUT پیاده‌سازی کردند. کامینسکی [[25]](#footnote-25)، ویلیامز[[26]](#footnote-26)و اممان[[27]](#footnote-27)[7] معیار MUTP/NFP را ارائه کردند که در آن آزمون‌ها سبب تضمین تشخیص تمامی نقص‌ها در سلسله مراتب می‌شود و علاوه بر این سبب کاهش اندازه مجموعه آزمون نیز می‌شد ولی تنها در صورتی که معیار امکان‌پذیر بود. سان[[28]](#footnote-28) و همکاران [12] به تجزیه و تحلیل این پرداختند که چگونه MUMCUT را می‌توان گسترش داد تا بر روی گزاره‌هایی در هر قالبی قابل اعمال باشد و اکون[[29]](#footnote-29)، بلک [[30]](#footnote-30) و یشا[[31]](#footnote-31) [11] نشان دادند که چگونه یک سلسله‌مراتب نقص منطق را می‌توان در هر گزاره‌ای در هر قالبی اعمال کرد. کار اصلی در تدوین یک سلله مراتب نقص منطقی است که توسط کوهن[[32]](#footnote-32)[8] انجام شده است. لاو و یو کار کوهن را با معرفی نقص‌های جدید و روابط تشخیصی جدید اصلاح کردند.

در این مقاله به بهبود تحقیقات پیشین با تمرکز بر امکان‌سنجی معیار برای اصطلاحات و لیترال‌های تکی پرداختیم. نتیجه معیار جدیدی است که سبب کاهش اندازه مجموعه‌آزمون بدون قربانی‌کردن تشخیص نقص شده است، حتی اگر غیرممکنی برای کل گزاره به وقوع بپیوندد.

**2. معیار منطق**

اندازه آزمون منطقی جامع، به شکل نمایی[[33]](#footnote-33)رشد می‌کند، آزمون‌های مورید نیاز O(2n) است که در آن n تعداد لیترال‌های منحصر به فرد است. آزمایش‌کنندگان معیارهای ارزان‌تری را اختراع کردند. چهار مورد از چنین معیارهایی در مثالی به شکل ab+cd توصیف شده است. خلاصه‌ای از هر کدام به همراه یک معیار منطق جدید در بخش 4 قسمت ضمیمه A ارائه شده است. توجه داشته باشید که برای تمامی این معیارها، اگر غیرممکن بودن به وقوع بپیوندد، آزمون‌های انتخاب شده باید نیازمندی‌ها را به طور کامل برآورده کنند.

**1 .2 MUTP**

**چند نقطه درست منحصر‌به‌فرد (MUTP):** یک گزاره DNF کمینه از آزمون‌هایی برای یک UTP برای هر اصطلاح داده شده است که در آن تمامی لیترال‌ها در اصطلاح مقادیر 1 و 0 را بدست نیاوردند. یک UTP برای اصطلاح اول باید دارای مقادیر a=1 و b=1 باشد. آزمون‌های لازم برای c و d برای هر کدام باید به شکل c=0 و d=1 باشد که به شکل 1101 و 1110 هستند. یک UTP برای اصطلاح دوم باید به شکل c=1 و d=1 باشد. آزمون‌های لازم برای a و b هر کدام به شکل a=0 و b=1 است و به شکل 0111 و 1011 هستند. یک مجموعه آزمون به شکل {1101,1110,0111,1011} است.

**2 .2 MNFP**

**چند نقطه غلط نزدیک (MNFP):** یک گزاره DNF کمینه از آزمون‌هایی برای یک NPF از هر لیترال داده شده است که در آن تمامی لیترال‌ها از نظر اصطلاح لیترال مقادیر 0 و 1 را کسب نکرده است. یک UTP برای اصطلاح اول باید به شکل a=1 و b=1 باشد. NFPها برای a و b و بنابراین برای c و d هر کدام = 0 و 1 است که به شکل 0101،0110، 1001 و 1010 است. یک UTP برای اصطلاح دوم باید دارای c=1 و d=1 باشد. NFPهای لازم برای c و d و بنابراین برای a و b هر کدام = 0 و 1 است که به شکل 010، 1001، 0110، 1010 باشد. یک مجموعه آزمون به شکل

 {0101, 0110, 1001,1010} خواهد بود.

**3. 2 CUTPNFP**

**نقطه درست منحصر‌به‌فرد متناظر با نقطه غلظ نزدیک (CUTPNFP):** یک گزاره DNF کمینه از آزمون‌هایی برای هر لیترال یافت‌شده در یک UTP و NFP داده شده است که در آن تنها لیترال تغییر مقدار می‌دهد. یک UTP برای اصطلاح اول باید به شکل a=1 و b=1 باشد. اگر c=0 و d=1 باشد، آزمون‌ها برای ab به شکل 1101، 0101 و 1001 است. یک UTP برای اصطلاح دوم باید دارای مقادیر c=1 و d=1 باشد. اگر a=1 و b=0 باشد، آزمون‌ها برای cd به شکل 1011، 1001 و 1010 خواهد بود. یک مجموعه آزمون به شکل {1101,0101,1001,1011,1010} خواهد بود.

**4 .2 MUMCUT**

**MUTP/MNFP/CUTPNFP (MUMCUT):** این مورد معیارهای MNFP، MUTP، CUTPNFP را برآورده می‌کند. 1101 و 1110 UTPهایی برای ab هستند. 0101 و 0110 NFPهایی برای a هستند که متفاوت از یک UTP برای ab تنها در مقدار a هستند. 1001 و 1010 NFPهایی برای b هستند که در یک UTP برای فقط ab در مقدار b متفاوت هستند. 0111 و 1011 UTPهایی برای cd هستند. 0101 و 1001 NFPهایی برای c هستند که از یک UTP از cd تنها در مقدار c تفاوت دارند. 0110 و 1010 NFPهایی برای d هستند که از یک UTP برای cd تنها در مقدار d تفاوت دارند. در NFPهای بالا تنها هر لیترال از نظر جذب مقدار بهره 1 و 0 مطرح نیستند. یک مجموعه آزمون به شکل زیر خواهد بود:

{1101,1110,0101,0110,1001,1010,0111,1011}.

**3. آزمون‌های منطقی و سلسله مراتب نقص**

یک روش برای ارزیابی آزمون‌ها تعیین تعداد نه نقص‌ DNF کمینه در جدول 1 .3 است که یک مجموعه آزمون با تضمین تشخیص است [8,9].

جدول 1 .3 نقص‌های منطقی DNF کمینه رایج

|  |  |
| --- | --- |
| **توضیح** | **نقص** |
| نقیص گزاره ab+c به شکل ~(ab+c) پیاده‌سازی شده است. | نقص نقیص عبارت (ENF) |
| یک اصطلاح نقیص‌شده: ab+c به شکل ~(ab)+c پیاده‌سازی شده است. | نقص نقیص اصطلاح (TNF) |
| جایگزینی OR با AND: a+b به شکل ab پیاده‌سازی شده است. | نقص مرجع عملگر [[34]](#footnote-34)+ (ORF+) |
| جایگزینی AND با OR: ab به شکل a + b پیاده‌سازی شده است. | نقص مرجع عملگر . (ORF.) |
| یک لیترال که توسط یک لیترال یا نقیص یک لیترال که در اصطلاح نیست جایگزین شده است: ab+cd به شکل cb+cd یا به شکل ~cb+cd پیاده‌سازی شده است. | نقص مرجع لیترال (LRF) |
| یک اصطلاحی که به شکل ab+cd است به شکل ab پیاده‌سازی شده است. | نقص از‌قلم‌افتادگی اصطلاح (TOF) |
| یک لیترال از قلم افتاده است یعنی ab به شکل a پیاده‌سازی شده است. | نقص از‌قلم‌افتادگی لیترال (LOF) |
| یک لیترال به حالت خود یا به حالت نقیص خود درج نشده است: ab+ cd به شکل abc+cd یا به شکل ab~c + cd پیاده‌سازی شده است. | نقص درج لیترال (LIF) |

شرایط برای شناسایی LIF در ادامه شرح داده شده است[4]. اگر لیترالی که قرار نبوده در اصطلاح X درج شده باشد، در اصطلاح X خودش یا نقیضش درج شده باشد، پس یک مجموعه‌ از UTPها برای X که در آن تمامی لیترال‌هایی که در X نیستند مقادیر 0 و 1 را کسب می‌کنند خطا را تشخیص می‌دهند. آزمون‌های MUTP سبب تضمین تشخیص در یک LIF خواهند شد [4]. با این حال، زمانی که معیار MUTP غیرممکن باشدف یک LRF وجود دارد که آزمون‌های MUTP ممکن است آن را شناسایی نکنند (به قضیه 1 .4 نگاه کنید). ab + ac + bc را به عنوان یک LIF در نظر بگیرید که ab~c + ac + bc را تولید می‌کند. معیار MUTP برای ab غیرممکن است زیرا تنها UTP برای ab برابر با 110 است. بنابراین، آزمون‌های MUTP مقادیر متناظر LRFها را تشخیص نمی‌دهد که عبارتند از: cb + ac + bc~ و a~c + ac + bc.

آزمون‌های MUTP برای شناسایی یک LRF برای یک لیترال تضمین شده است در صورتی که معیار MUTP برای لیترال اصطلاح امکان‌پذیر باشد [7]. در این مورد، لازم است که معیار MUTP و معیار NFP برآورده شود (یک NFP برای هر لیترال در اصطلاح) تا به تضمین تشخیص یک LIF، LRF و LOF در آن اصطلاح است [7]. NFP برای یک لیترال در یک اصطلاح قابل‌اجرای MUTP با NFPهایی برای سایر لیترال‌ها در اصطلاحات قابل‌اجرای MUTP و با NFPهایی در آزمون‌هایی در CUTPNFP یا MNFP است زیرا هر NFP برای تشخیص لیترال یک LOF برای لیترال است[4] . اگر یک اصطلاح MUTP غیرممکن باشد ولی تمامی لیترهای خارجی که نمی‌توانند در یک UTP برای اصطلاح موجود در اصطلاحات تک لیترالی 0 یا 1 باشند، تشخیصLRF همچنان توسط آزمون‌های MUTP تضمین‌ شده است. یک LRF شامل جایگزینی یک لیترال با یک لیترال (یا نقیض آن) است که در یک اصطلاح تک لیترالی وجود دارد و نتیجه این امر یک گزاره TOF، LOF یا یک گزاره TRUE خواهد بود. از آنجایی که UTP تضمین‌کننده شناسایی یک TOF [4] است و یک NFP تضمین‌کننده تشخیص یک LOF یا یک نقص را می‌کند که در آن گزاره‌ها در 1 گیر کرده‌اند، مجموعه آزمون MUTP با همپوشانی NFPها تکمیل شده است که تضمین تشخیص LRF را در پی دارد. برای مثال، در a+b، با جایگزینی a با b به یک TOF برای a می‌رسیم و با جایگزینی a با ~b این گزاره برابر با 1 خواهد شد. در ab + c با جایگزینی a با c به یک TOF برای ab می‌رسیم و با جایگزینی a با ~c به یک LOF برای a خواهیم رسید.

شرایط برای شناسایی LRF مطابق با [4] است که در ادامه توصیف شده است. اگر لیترال x در X به طور غیرمستقیم به‌عنوان برخی از سایر لیترال‌ها یا به عنوان نقیض برخی از سایر لیترال‌هایی که در x نیستند پیاده‌سازی شده باشد، سپس هر یک از مواردی که در ادامه ذکر شده است یک خطا را تشخیص می‌دهد: مجموعه‌ای از UTPها برای X که در آن لیترال‌هایی که در X نیستند مقادیر 0 و 1 را کسب می‌کنند. یک مجموعه‌ از NFPها برای x که در آن تمامی لیترال‌هایی که در X نیستند مقادیر 0 و 1 را کسب می‌کنند. یک جفت UTP-NFP که در آن نقاط فقط در مقدار x متفاوت هستند. معیار CUTPNFP به منظور تولید آزمون‌هایی برای شناسایی یک LRF طراحی شده سات ولی زمانی که این امر غیرممکن است موفق به تولید آزمون‌ها نخواهد شد (قضیه 2 .4 را ببینید). با این حال، هنگامی که معیار CUTPNFP غیرممکن باشد، آزمون‌های MNFP را می‌توان برای تضمین تشخیص LRF اضافه کرد [4]. abc + abd + ~b~d + ~deرا در نظر بگیرید. معیار CUTPNFP برای b در abc غیرممکن است. تنها UTP برای abc، 11100 است. NFP متناظر 10100 برای b در abc امکان‌پذیر نیست زیرا یک نقطه TRUE است. حال a~ec + abd + ~b~d + ~de LRF را در نظر بگیرید. از آنجایی که معیار CUTPNFP برای b در abc غیرممکن است، LRF با آزمون‌های CUTPNFP غیرقابل شناسایی است. یک NFP تکی برای b در abc برای شناسایی یک LRF نیز تضمین نشده است. معیار MNFP نیازمند آن است که NFP 10110 برای b در abc مورد استفاده قرار بگیرد و LRF را شناسایی کند.

شکل 1 .3 سلسله مراتب نقص لاو و یو [9] که بر اساس چگونگی تاثیر امکان‌سنجی معیار بر روی تشخیص نقص اصلاح شده است. یک فلش توپر از یک نقص منبع به یک نقص مقصد نشان می‌دهد که اگر یک آزمون یک منبع نقص را شناسایی کند، همچنین نقص مقصد مربوطه را نیز تشخیص می‌دهد. هنگامی که معیار MUTP غیرممکن است، یک مجموعه آزمونی که تمامی LIFها را شناسایی کرده است، تضمین نمی‌کند که تمامی LRFها را نیز شناسایی کرده باشد. بنابراین فلش توپر بین LIF و LRF در سلسله مراتب لاو و یو به فلش‌هایی نقطه‌چین تغییر یافته است. در سلسله مراتب لاو و یو هیچ فلشی بین LRF و LOF وجود ندارد. یک فلش نقطه‌چین به منظور نمایش زمانی که تشخیص تمامی LIFها تضمین شده است ولی تشخیص تمامی LRFها تضمین نشده است، اضافه شده است، افزایش آزمون‌هایی برای تشخیص LRFهای شناسایی نشده سبب تشخیص تمامی LOFهای متناظر خواهد شد (مگر اینکه معیار CUTPNFP غیرممکن باشد). دلیل آن این است که وقتی معیار MUTP غیرممکن باشد اما معیار CUTPNFP امکان‌پذیر باشد، UTP یک LRF را شناسایی نخواهد کرد اما NFP مربوطه آن را شناسایی خواهد کرد [4].

شکل 3.1 سلسله مراتب کلاس نقص ها



**4. استفاده از امکان‌سنجی معیار برای ارزیابی تشخیص نقص**

یک نمونه از روند شناسایی هر LRF از هر لیترال در یک اصطلاح امکان‌پذیر MUTP توسط مجموعه آزمون MUTP در جدول 1 .4 و 2 .4 ارائه شده است. جدول 2.4 نشان می‌دهد که چگونه‌ آزمون‌های MUTP هر LRF را با استفاده از آزمون‌ها در جدول 1. 4 شناسایی می‌کند.

جدول 1. 4 آزمون‌های MUTP برای ab+ ~ac

|  |  |  |
| --- | --- | --- |
| **نام آزمون** | **مقادیر** | **مورد آزمون** |
| MUTP برای ab | 110 | 1 |
| MUTP برای ab | 111 | 2 |
| MUTP برای ~ac | 001 | 3 |
| MUTP برای ~ac | 011 | 4 |

جدول 2. 4 تشخیص نقص برای ab + ~ac



این بخش، با مدارک مرتبط با امکان‌پذیری معیار برای قابلیت تشخیص نقص ادامه پیدا می‌کند.

**قضیه 1 . 4:**

اگر معیار MUTP برای یک اصطلاح چند لیترالی X غیر ممکن باشد، یک LRF که در آن نقیض تعدادی لیترال‌ y در تعدادی از اصطلاح چند لیترالی Y به جایگزین لیترال x در X می‌پردازد که توسط آزمون‌های MUTP شناسایی نمی‌شود.

**اثبات:**

بدون از دست دادن همبستگی بخث فرض کنید که y باید برای یک UTP برای x برابر با 0 باشد. نقصی را در نظر بگیرید که در آن ~y در داخل x درج شده باشد. LRF متناظر x را با ~yجایگزین می‌کند. در یک UTP برای X تمامی لیترال‌ها به گونه‌ای هستند که فقط X=1 است. جایگزینی ~y برای x همچنین سبب می‌شود که X=1 باشد زیرا y باید در UTP از x برابر با 1 باشد. از آنجایی که X و Y اصطلاحات چندلیترالی هستند، LRF به TOF یا LOF منجر نخواهد شد. معیار MUTP فقط نیاز به نقاط TRUE برای X دارد تا آزمون‌های MUTP موفق به شناسایی یک LRF نشوند.

**پایان اثبات**

یک مثال در این مورد تغییر ab + bc به a~c + bc است. معیار MUTP برای ab غیرممکن است زیرا 110 تنها UTP برای ab است. 110 سبب تمایز بین ab و a~c نمی‌شود زیرا آزمون‌های MUTP موفق به شناسایی LRF نخواهند شد.

الگوریتمی برای تعیین امکان‌پذیری MUTP برای هر اصطلاح در یک گزاره در ادامه ارائه شده است.

**الگوریتم امکان‌سنجی MUTP**

ورودی: تمامی UTPها برای هر اصطلاح

خروجی: فهرستی از اصطلاحات امکان‌پذیر MUTP

Declare list MUTPFeasibleTerms = All terms

For each term i

 For each literal x not in term i

 Boolean doesLiteralEqual\_0 = false

 Boolean doesLiteralEqual\_1 = false

 For each UTP u in the set of UTPs for term i

 If (literal x = 0 in UTP u) doesLiteralEqual\_0 = true

 Else doesLiteralEqual\_1 = true

 If (doesLiteralEqual\_0 && doesLiteralEqual\_1)

 Continue for each literal loop

 End For

 Remove term i from MUTPFeasibleTerms

 Continue for each term loop

 End For

End For

Return MUTPFeasibleTerms

**قضیه 2. 4:**

اگر معیار CUTPNFP برای لیترال x در یک اصطلاح چندلیترالی X امکان‌پذیر باشد، یک LRF که در آن نقیض تعدادی لیترال‌ y در تعدادی اصطلاح چندلیترالی Y جایگزین x شده است را نمی‌توان توسط آزمون‌های CUTPNFP مورد شناسایی قرار داد.

**اثبات**

چن، لاو و یو [4] نشان دادند که به طور کلی هنگامی که معیار MUTP غیر ممکن است، NFP برای شناسایی LRF مورد نیاز است. (آن‌ها تفاوتی بین LRFهایی که شامل اصطلاحات تک لیترالی و چند لیترالی بودند را مانند قضیه 1. 4 قائل نبودند). هنگامی که معیار CUTPNFP برای x غیر ممکن است، یک LRF را نمی‌توان با یک NFP متفاوت شناسایی کرد زیرا هیچ کدام وجود ندارند. بنابراین اگر توسط یک UTP برای X قابل تشخیص نباشد، آزمون‌های CUTPNFP آن را شناسایی نمی‌کنند. آزمون‌های MUTP تضمین تشخیص LRF را در زمانی که معیار MUTP غیرممکن است را نمی‌دهند و بنابراین چیزی که برای اثبات باقی می‌ماند اثبات این است که زمانی که معیار CUTPNFP برای x غیرممکن است، معیار MUTP برای x غیرممکن است. از آنجایی که هیچ NFP متناظری برای x وجود ندراد، تغییر مقدار x در یک UTP برای x سبب می‌شود که سایر اصطلاحات Y تبدیل به 1 شوند. در این مورد، معیار MUTP برای X غیرممکن است زیرا با اثبات ارائه شده در تضاد است. فرض کنید که معیار MUTP برای X امکان‌پذیر باشد و معیار CUTPNFP برای x غیرممکن باشد. هر لیترالی که در X است می‌تواند در یک UTP برای X برابر با 0 یا 1 باشد. بنابراین هر اصطلاحی به جز X می‌تواند برای یک UTP از X برابر با صفر باشد و مهم نیست که y برابر با 0 یا 1 باشد. بنابراین، تغییر مقدار x در یک UTP برای x می‌تواند یک NFP متنظار را ایجاد کند که متناقض با فرض اصلی است. از آنجایی که X و Y اصطلاحاتی چندلیترالی هستند، یک LRF نمی‌تواند یک TOF یا LOF را تولید کند.

**پایان اثبات**

به عنوان یک مثال، abc + abd + ~b~d + ~de را در نظر بگیرید. معیار CUTPNFP برای b در abc غیرممکن است. تنها UTP برای abc برابر با 11100 است. NFP متناظر 10100 برای b در abc امکان‌پذیر نیست و این یک نقطه TRUE است. حال LRF a~ec + abd + ~b~d + ~de را در نظر بگیرید. از آنجایی که معیار CUTPNFP برای b در abc غیرممکن است، آزمون‌های CUTPNFP، قادر به شناسایی LRF نیست. معیار MNFP در صورتی که NFP 10110 برای b در abc مورد استفاده قرار بگیرد، الزامی خواهد بود ز را LRF را شناسایی خواهد کرد.

الگوریتمی برای تعیین امکان‌سنجی معیار CUTPNFP برای هر لیترال در یک گزاره در بخش بعدی ارائه شده است.

**الگوریتم امکان‌پذیری CUTPNFP**

ورودی: تمامی UTP ها برای هر اصطلاح و تمامی NFPها برای هر لیترال.

خروجی: فهرستی از تمامی لیترال‌های امکان‌پذیر CUTPNFP.

Declare List CUTPNFPFeasibleLiterals

Declare String nfpComplement

Declare Boolean isCUTPNFPFeasible

For each term i

 For each literal j in term i

 isCUTPNFPFeasible = false

 For each nfp k for literal j in term i

nfpComplement = k where jth bit is complemented

 If the set of utps for term i contains nfpComplemen

isCUTPNFPFeasible = true

Break

End For

If (isCUTPNFPFeasible)

Add literal j to CUTPNFPFeasibleLiterals

End For

End For

Return CUTPNFPFeasibleLiterals

یک معیار منطق جدید، که ما آن را کمینه MUMCUT می‌نامیم، با مجموعه‌ آزمونی که توسط الگوریتم زیر تولید می‌شود، می‌تواند سبب کاهش اندازه مجموعه آزمون MUMCUT بدون قربانی کردن تشخیص نقص شود. این الگوریتم بر اساس امکان‌پذیری معیار برای 1) همپوشانی‌های NFPها در صورت امکان و 2) تولید آزمون‌های MNFP و CUTPNFP تنها در صورت لزوم بر مبنای لیترال به لیترال خواهد شد.

**الگوریتم کمینه MUMCUT**

For each term X

Generate MUTP tests for X

If the MUTP criterion is infeasible\* for X

 For each literal x in X

 If the CUTPNFP criterion is feasible for x

 Generate CUTPNFP tests for x to overlap NFPs\*\*

 Else Generate MNFP tests for x to overlap NFPs\*\*

 End For

Else

 Generate a NFP for x to overlap NFPs\*\*

End For

\* معیار MUTP در این الگوریتم در صورتی غیرممکن است که اگر و تنها اگر X یک اصطلاح چندلیترالی باشد و یک اصطلاح y در یک اصطلاح چندلیترالی Y وجود دارد که در آن y نمی‌تواند هر دو مقادیر حقیقی را برای یک UTP برای X را بدست آورد.

\*\* همپوشانی‌های NFPها یک مجموعه پوشش‌دهنده از مسئله بهینه‌سازی ترکیبی است که معروف به NP کامل[[35]](#footnote-35) است. یک سلسله مراتب در این الگوریتم برای تقریب کمینه تعداد NFPهای تولید شده مورد استفاده قرار گرفته است.

به عنوان مثال، ab + cd را در نظر بگیرید. 1101 و 1110 UTPهایی برای ab هستند و معیار MUTP برای ab امکان‌پذیر است. 0101 و 1010 NFPهایی برای a و b هستند. 0111 و 1011 UTPهایی برای cd هستند و معیار MUTP برای CD امکان‌پذیر است. 0101 و 1010 NFPهایی برای c و d هستند. یک مجموعه آزمون به شکل {1101,1110,0101,1010,0111,1011} است که دارای دو آزمون کمتر نسبت به مجموعه آزمون MUMCUT در بخش 4 .2 است.

**5. ارزیابی تجربی**

چن، لاو و یو [4] اندازه مجموعه آزمون MUMCUT را (با استفاده از الگوریتم MUTP حریصانه[2]) برای 19 گزاره DNF کمینه از یک سیستم جلوگیری از تصادم ترافیک هوایی (TCAS) مورد ارزیابی قرار دادند. در واقع 20 گزاره وجود دارد که 12 مورد از آن‌ها به دلیل فقدان پرانتزهای راست حذف شده است [13]. گزاره‌ها دارای 5 تا 13 لیترال منحصر به فرد هستند (ضمیمه B را ببینید). در این بررسی، کمینه MUMCUT برای هر گزاره ایجاد شده است و امکان‌سنجی MUTP برای هر اصطلاح و امکان‌ستجی CUTPNFP برای هر لیترال مورد ارزیابی قرار گرفته است. الگوریتم کمینه MUMCUT در زبان جاوا[[36]](#footnote-36) و برای کسب نتایج پیاده‌سازی شده است.

نتایج نشان می‌دهند که معیار CUTPNFP برای تمامی 853 لیترال در دسترس امکان‌پذیر بوده است، بنابراین آزمون‌های MNFP برای هر لیترالی ضروری نبوده است. برای 204 لیترال (92 .23 %) معیار MUTP برای لیترال اصطلاح امکان‌پذیر بوده است و بنابراین آزمون‌های MUTP یک LRF را شناسایی خواهند کرد. برای 649 لیترال دیگر (8 0. 76 %) آزمون‌های CUTPNFP‌ یک LRF را شناسایی کرده‌اند. برای چهار گزاره، معیار MUTP برای هر اصطلاح امکان‌پذیر بوده است بنابراین آزمون‌های CUTPNFP‌ مورد نیاز نبوده است. برای 16 گزاره، معیار MUTP برای حداقل یک اصطلاح امکان‌پذیر بوده است. بنابراین، آزمون‌‌های CUTPNFP برای لیترال‌ها در حداقل یک اصطلاح در اکثر گزاره‌ها ضروری نبوده است. جدول 1 .5 این نتایج را نشان می‌دهد. اندازه مجموعه آزمون‌های کمینه MUMCUT و MUMCUT نیز مورد مقایسه قرار گرفته است. به طور میانگین اندازه مجموعه آزمون کمینه MUMCUT 66 .12 % از اندازه مجموعه آزمون MUMCUT بوده است و 50 .2 % از اندازه مجموعه آزمون کامل بوده است. بزرگتریم پس‌انداز برای گزاره 13 بوده است که در آن اندازه مجموعه آزمون کمینه MUMCUT 30 .1 % از اندازه مجموعه آزمون MUMCUT و 54 .0 % از اندازه مجموعه آزمون جامع بوده است. جدول 2 .5 این نتایج را نشان می‌دهد. اندازه مجموعه آزمون کمینه MUMCUT نیز همواره کمتر از اندازه مجموعه آزمون MUMCUT بوده است به جز زمانی که هر لیترال در هر اصطلاح باشد که در این حالت اندازه آزمون یکسان است (گزاره‌های 8 و9 را ببینید). در این مورد، هر اصطلاح تنها دارای یک UTP است و هر لیترال دارای تنها یک NFP است (که متناظر NFP است) و هیچ LIF یا LRF ای وجود ندارد.

جدول 1 .5 امکان‌سنجی معیار و تشخیص LRF





\* شماره 12 به دلیل فقدان پرانتزهای راست حذف شده است.

جدول 2. 5 اندازه مجموعه آزمون کمینه MUMCUT و MUMCUT



مجموعه‌های آزمون کمینه MUMCUT برای گزاره‌های 4 و 13 و 19 در ادامه ارائه شده است.

**گزاره4: a~bd + a~cd + e :**

مجموعه آزمون MUTP برابر است با:

10110 اصطلاح a~bd

11010 اصطلاح a~cd

00001 اصطلاح e

11111 اصطلاح e

معیار MUTP برای a~bd غیرممکن است زیرا در یک UTP برای a~bd مقدار C باید برابر با 1 باشد و e باید برابر با 0 باشد. با این حال، e یک اصطلاح تک لیترالی است بنابراین آزمون‌های CUTPNFP تنها برای تشخیص یک LRF در جایی که C جایگزین یک لیترال در a~bd شده است مورد نیاز است. معیار MUTP برای a~cd غیرممکن است زیرا در یک UTP برای a~cd ، b باید برابر با 1 و e باید برابر با 0 باشد. با این حال، e یک اصطلاح تک لیترالی است بنابراین آزمون‌های CUTPNFP تنها برای شناسایی LRF در جایی که v توسط یک لیترال در a~cd جایگزین شده است مورد نیاز خواهد بود. از آنجایی که معیار MUTP برای e امکان‌پذیر است و e در یک اصطلاح تک لیترالی قرار دارد، نه آزمون‌های CUTPNFP و نه آزمون‌های NFP برای e ضروری نیستند.

آزمون‌های اضافی که برای یک مجموعه آزمون CUTPNFP ضروری هستند عبارتند از:

00110 اصطلاح a~bd، لیترال a

11110 اصطلاح a~bd، لیترال a و اصطلاح a~cd لیترال c

10100 اصطلاح a~bd، لیترال d

01010 اصطلاح a~cd، لیترال a

11000 اصطلاح a~cd، لیترال d

**گزاره 13: a + b + c + ~def~g~h + ij~l + ik~l**

مجموعه آزمون MUTP برابر است با:

100000000000 اصطلاح a

100111111111 اصطلاح a

010000000000 اصطلاح b

010111111111 اصطلاح b

001000000000 اصطلاح c

001111111111 اصطلاح c

000011000000 اصطلاح def~g~h ~

000011001111اصطلاح def~g~h~

000000001100 اصطلاح ij~l

000111111100 اصطلاح ij~l

000000001010 اصطلاح ik~l

000111111010 اصطلاح ik~l

معیار MUTP برای تمامی شرایط غیر ممکن است. با این حال، آزمون CUTPNFP برای a، b و c مورد نیاز نیست، زیرا این اصطلاحات به صورت تک لیترالی هستند. به همین ترتیب، آزمون CUTPNFP برای تشخیص یک LRF که در آن A، B یا C جایگزین یک لیترال در اصطلاح دیگری است نیز مورد نیاز نیست. هیچ آزمون CUTPNFP برای def~g~h~ مورد نیاز نییست زیرا تمامی لیترهای خارجی در اصطلاحات چند لیترالی می توانند هم مقادی ر0 و 1 را در یک UTP برای def~g~h~ بدست آورند. بنابراین هر NFP برای هر لیترالی در def~g~h~ می‌تواند برای تشخیص یک LOF تولید شود. تنها لیترال خارجی که در یک اصطلاح چند لیترالی نمی‌تواند مقادیر 0 و 1 را در یک UTP برای ij~l کسب کند، k است. بنابراین، آزمون‌های CUTPNFP برای تشخیص یک LRF‌ ای مورد نیاز است که در آن ~ k جایگزین یک لیترال در ij ~ l می‌شود. تنها لیترال خارجی که در یک اصطلاح چند لیترالی نمی‌تواند مقادیر 0 و 1 را در یک UTP برای ig ~ l بدست آورد، j است. بنابراین، آزمون CUTPNFP برای شناسایی یک LRF مورد نیاز است که در آن ~j جایگزین یک لیترال در ik~l شده است.

آزمون‌های NFP:

000111000000 اصطلاح ~def~g~h، لیترال d

000001000000 اصطلاح ~def~g~h، لیترال e

000010000000 اصطلاح ~def~g~h، لیترال f

000011100000 اصطلاح ~def~g~h، لیترال g

000011010000 اصطلاح ~def~g~h، لیترال h

آزمون‌های اضافه‌ای که برای یک مجموعه داده CUTPNFP مورد نیاز است:

000000000100 اصطلاح ij ~ l لیترال i

000000001000 اصطلاح ij ~ l لیترال j و اصطلاح ik~l لیترال k

000000001101 اصطلاح ij ~ l لیترال l

000000000010 اصطلاح ik ~ l لیترال i

000000001011 اصطلاح ik ~ l لیترال l

**گزاره 19: acefg + ace ~ fh + bdefg + bde ~ fh**

مجموعه آزمونMUTP برابر است با:

10111110 اصطلاح acefg

11101111 اصطلاح acefg

10111001 اصطلاح ace~fh

11101011 اصطلاح ace~fh

01111110 اصطلاح bdefg

11011111 اصطلاح bdefg

01111001 اصطلاح bde~fh

11011011 اصطلاح bde~fh

معیار MUTP در همه شرایط امکان‌پذیر است بنابراین یک مجموعه آزمون از NFPهای همپوشانی تولید می‌شود:

مجموعه آزمون از NFPهای همپوشانی برابر است با :

00111111 اصطلاح acefg ، لیترال a و اصطلاح bdefg ، لیترال b

11001111 اصطلاح acefg، لیترال c و اصطلاحbdefg ، لیترال d

11110110 اصطلاح acefg ، لیترال e و اصطلاحbdefg ، لیترال e

11111010 اصطلاحacefg ، لیترال f و اصطلاحace~fh ، لیترال h اصطلاح bdefg، لیترال f و اصطلاح bde~fh، لیترال h

11111101 اصطلاحacefg ، لیترال g و اصطلاح ace~fh ، لیترال f و اصطلاح bdefg، لیترال bdefg، لیترال g و اصطلاح bde~fh، اصطلاح f

01101001 اصطلاح ace~fh ، لیترال a و اصطلاح bde~fh ، لیترال d

10011011 اصطلاح ace~fh ، لیترال c و اصطلاح bde~fh ، لیترال b

11110011 اصطلاح ace~fh ، لیترالe و اصطلاح bde~fh لیترال e

این همپوشانی NFPها در صورتی که هر دو آزمون CUTPNFP و MUTP مورد نیاز باشد امکان پذیر نیست. به عنوان مثال، 00111111 به عنوان یک NFP برای a در acefg و برای b در bdefg استفاده می‌شود، اما معیار CUTPNFP برای b در bdefg را برآورده نمی‌کند، زیرا از UTP bdefg فقط در مقدار b متفاوت نیست. بنابراین اگرچه 00111111 NFP برای b در bdefg است، اما NFP متناظر آن نیست. کوچکترین اندازه مجموعه آزمون که معیارهای CUTPNFP و MUTP را برآورده می‌کند 26 است، که 10 برابر بیشتر از اندازه اندازه تست کمینه MUMCUT است.

**6. زمینه**

برای اینکه معیار منطقی نحوی در عمل مفید باشد، باید سه مسئله جداگانه را حل کرد: مسئله متغیر داخلی، مسئله حداقل DNF، و مسئله اندازه پیش فرض نام این سه مسئله هستند. مسئله متغیر داخلی مربوط به آنچه است که ورودی‌ها هست که یک متغیر به یک مقدار خاص در برخی از بیانیه‌های خاص در یک برنامه می‌دهد. این مسئله به طور رسمی غیرقابل حل است، اما راه‌حل‌های جزئی با استفاده از محدودیت موجود برای این موضوع وجود دارد [10]. برای آزمون منطق، باید ورودی‌های برنامه به گونه‌ای باشند که به گزاره‌ها دست بیابیم و مقادیر لیترال، گزاره‌های اصلی و معیوب را بر اساس مقادیر حقیقی مختلفی مورد ارزیابی قرار می‌دهد. به عبارت دیگر، ورودی های برنامه‌ها باید به گونه‌ای باشند که یک معیار را برآورده کنند.

تشخیص نقص‌هایی که برای گزاره‌های DNF کمینه برقرار است برای گزاره‌های DNF غیرکمینه برقرار نیست. این دو مسئله را مطرح می‌کند. یکی اینکه آیا سلسله مراتب نقص‌ها برای گزاره‌های DNF غیر کمینه نیز برقرار است؟ و مسئله دیگر این است که چه نوع از نرم‌افزاری دارای گزاره‌های DNF کمینه است؟ برای مسئله اول، یو و لاو [14] یافته‌هایی از 20 مورد از گزاره‌های DNF غیر کمینه را پیدا کردند که بالای 99% از نقص‌ها در شکل 1 .3 توسط آزمون‌هایی که به شناسایی نقص‌هایی مشابه با گزاره‌های DNF کمینه پرداخته بودند مورد شناسایی قرار گرفته‌اند. برای مسئله دوم، چایلنسکی[5] متوجه شده است که 95% از 256 20 گزاره در نرم‌افزار اویونیک در DNF کمینه بودند. تنها 3 % از این گزاره‌ها حاوی پنج یا تعداد بیشتری از لیترال‌های منحصر به فرد بودند اما 80% از این گزاره‌های در DNF کمینه بودند.

هنگامی که یک گزاره حاوی کمتر از پنج لیترال منحصر به فرد است، نویسندگان پیش‌بینی می‌کنند که آزمون جامع بهترین گزینه است. این موضوع این مسئله را مطرح می‌کند که کدام نوع نرم افزار به طور کلی دارای حداقل پنج لیترال منحصر به فرد است. چایلنسکی و میلر [6] گزارش دادند که نرم افزارهای آویونیک اغلب با بسیاری از لیترال‌ها تعریف می‌شود و چایلنسکی [5] یک گزاره را با 77 لیترال منحصر به فرد بدست آورده است. بنابراین، معیار کمینهMUMCUT باید برای آزمایش نرم افزار آویونیک مفید باشد.

**7. نتیجه‌گیری**

آزمون منطق نیاز به راه‌حل‌هایی کارآمد برای مسئله تبادل کاهش اندازه مجموعه آزمون بدون قربانی‌کردن تشخیص نقص دارد. چندین معیار منطقی برای حل این مسئله ارائه شده است برخی از آن‌ها از معیارهای دیگری تشکیل شده‌اند. هنگامی که یک معیار مولفه اصلی امکان‌پذیر است، یک مجموعه آزمون کوچک‌تر می‌تواند اغلب خواسته‌های آن را برآورده کند و نیاز به استفاده از یک مجموعه آزمون بزرگ مطابق با معیار والد بدون قربانی‌کردن تشخیص نقص نیست. در این مقاله رویکردی ارائه شد که در آن یک گزاره DNF کمینه ارائه شده است که تعیین می‌کند که کدام یک از معیارها برای لیتر‌ال‌ها و اصطلاحات امکان‌پذیر هستند. این موضوع به نوبه خود می‌تواند معیارهای لازم برای شناسایی نقص‌ها را تعیین کند. این روش بر روی نمونه‌ای از گزاره‌ها مورد آزمون قرار گرفت (که دارای 5 الی 13 لیترال منحصربه‌فرد بودند) و سبب کاهش اندازه مجموعه آزمون شد (بدون قربانی‌کردن تشخیص نقص) تا حدی شد که در صورتی که امکان‌سنجی را در نظر نمی‌گرفتیم تنها 30 .1 % از اندازه اصلی مورد نیاز بود. تحقیقات آینده باید با تمرکز بر روی تعیین ورودی‌هایی که سبب می‌شوند لیترال‌ها مقادیر مورد نیاز برای رضایت معیار کمینه MUMCUT داشته باشند باید صورت بگیرد.
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