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a b s t r a c t

This paper presents a fast retry limit adaptation method for video streaming applications over

IEEE 802.11e distributed networks. The method enables each source to adapt the number of

retransmissions associated to each video packet by relating the perceived distortion to the

drop probability and the acceptable delay to the expiration time, without asking the destina-

tion for feedback distortion/delay information. The resulting framework, which is based on a

simplified but accurate evaluation of the network statistics and of the distortion introduced

by the loss of a specific packet, provides a closed-form, and hence computationally cheap, es-

timation of the retry limit. Furthermore, with respect to most of the existing solutions, the

proposed strategy accounts for the impact of the higher priority voice access category (AC),

in order to improve the reliability of the retry limit adaptation in the presence of contending

ACs. The method is validated by a simulation platform including the physical communication

chain and the 802.11e medium access control layer, and its performance is compared to that

obtained from an existing solution and from the optimum theoretical settings.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

The possibility to manage video traffic in 802.11 dis-

tributed wireless networks represents a challenging task due

to the unreliability of the wireless medium and the presence

of contention-based mechanisms [1]. These aspects are par-

ticularly relevant for streaming applications, which have of-

ten to fulfill stringent quality of service (QoS) requirements

for satisfying the user’s demand [2,3]. Therefore, to introduce

QoS control at the medium access control (MAC) layer of an

802.11 network, task group e (TGe) developed the 802.11e

amendment, which extends the functionalities of the legacy

distributed coordination function (DCF) by adopting the en-

hanced distributed channel access (EDCA) [4]. The EDCA en-

ables a prioritization of the traffic during the contention pe-

riod by defining four access categories (ACs): voice (VO),
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video (VI), best effort (BE), and background (BK), whose dif-

ferentiation is based on four parameters: transmission op-

portunity, arbitration inter-frame space (AIFS), minimum and

maximum contention windows. The 802.11e extension es-

tablishes the values of these parameters according to the

AC and the physical (PHY) layer technology available among

those adopted in the 802.11a/b/g/n amendments.

Even if the EDCA settings are specified to provide a higher

priority to the VO and VI ACs, collisions involving audio/video

packets may still occur, thus making necessary a proper pol-

icy of management of the retransmissions. Accordingly, sev-

eral studies have investigated this issue, by proposing use-

ful methods for optimizing the retry limit associated to each

video packet [5–16]. The main objective of these methods is

the adaptation of the number of retransmissions to the ac-

ceptable delay and the perceived distortion. This leads to the

derivation of elaborate optimization strategies, able to pro-

vide significant performance improvements with respect to

those achievable using the 802.11e default settings. However,

two relevant aspects are often neglected in these proposals.

http://dx.doi.org/10.1016/j.adhoc.2015.07.008
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First, the presence of the higher priority VO AC, which can

considerably reduce the access opportunities for the video

packets. Second, the complexity of the conceived solution,

which may be difficult to implement on the commercially

available 802.11 network interface cards, that are character-

ized by low computational resources. Therefore, an alterna-

tive approach may be developed by moving from a more re-

alistic model in which both the VO and VI ACs can be active,

and considering the satisfaction of the QoS requirements to-

gether with a minimization of the necessary calculations.

The retry limit adaptation method proposed in this paper

deals with these two issues. The method, which is derived by

relating the drop probability to the video distortion, and the

packet delay to the expiration time, explicitly accounts for

the impact of the higher priority VO AC on the evolution of

the video transmission. Additionally, both the distortion esti-

mation algorithm and the retransmission strategy are devel-

oped with the purposes of limiting the computational cost

and of not requiring feedback distortion/delay information

from the destination. A theoretical evaluation of the opti-

mum retry limit and an existing retransmission strategy are

used as benchmarks for validating the performance of the

presented method, which is implemented in a network simu-

lation platform including the physical communication chain

and the 802.11e EDCA.

The paper is organized as follows. Section 2 presents the

literature overview. Section 3 introduces the analyzed sys-

tem. Section 4 describes the adopted theoretical model and

the conceived adaptation algorithm. Section 5 discusses the

numerical results. Section 6 summarizes the most relevant

conclusions.

2. Related work

The interest in the development of an optimization strat-

egy for the retry limit derives, firstly, from the influence of

this parameter on the performance figures of the network

(throughput, successful packet delay, drop probability), and,

secondly, from the absence of mandatory specifications for

its setting. In particular, this second aspect guarantees a cer-

tain flexibility to the designer, which instead is not guaran-

teed for the other EDCA parameters (transmission opportu-

nity, AIFS, minimum and maximum contention windows),

whose values are specified by the 802.11e standard accord-

ing to the adopted PHY layer extension [4]. Moreover, this

flexibility becomes more relevant when streaming applica-

tions are involved, since the possibility to associate a differ-

ent number of retransmissions to a different packet allows

the designer to better match the QoS requirements in the

presence of video traffic flows.

Accordingly, several retry limit adaptation methods have

been proposed in the research literature [5–16]. The QoS

strategy presented in [5] adopts a priority queueing also at

the network layer, in order to relate the adaptation to the

tradeoff between drop probability and buffer overflow rate.

The optimal retry limit estimation in [6] derives from a min-

imization of the total expected distortion relying on clas-

sification and machine learning techniques. In [7] the con-

ventional count-based retransmission scheme is replaced by

a time-based one, in which the deadline is determined by

the expiration time and the importance of the inter-coded
frames. A retry limit adaptation method for scalable videos

is developed in [8] by considering the collision probability as

a load indicator. The reciprocal influence among the nodes

and the ACs on the selection of the retry limit is analyzed

in [9], where an adaptive algorithm is derived from the nu-

merical solution of a nonlinear system. A cross-layer content-

aware scheme for scheduling the retransmissions is proposed

in [10] by considering the estimated backoff time and the

macroblock-level loss impact. Closed-form estimations of the

retry limit in the presence of collisions and buffer overflows

are obtained in [11] by modeling the 802.11 MAC layer as an

M/G/1 queueing system. The concept of virtual buffer size

is introduced in [12] to develop an adaptation strategy for

delay-critical video transmissions in lossy networks. A video-

coding aware MAC layer is proposed in [13], with the purpose

of delivering a video stream in which the retry limit is ad-

justed to guarantee a delay reduction and a satisfactory peak

signal-to-noise ratio (PSNR). A fragment-based retransmis-

sion scheme suitable for video traffic is developed in [14],

where the aim is to decrease the duration of the retransmis-

sion attempts in the presence of channel errors. In [16] the

mean square error and the structural similarity are compared

as video quality assessments for developing adaptive retrans-

mission strategies. A tradeoff between energy efficiency and

satisfaction of the QoS requirements for centralized opera-

tions is obtained in [15] by a joint dynamic adjustment of the

contention window and of the retry limit.

This overview shows that the available adaptation policies

for the retry limit of the VI AC in distributed environment are

developed with the aim of satisfying two main objectives:

management of the distortion and control of the delay. Ex-

cept for [9], the proposals are conceived assuming the ab-

sence of the VO AC, and are not focused on the limitation of

the computational complexity. The aim of the strategy pre-

sented in this paper is to provide an adaptive algorithm able

to account for the distortion/delay requirements of the trans-

mitted video sequence, considering, as additional purposes,

limitation of the processing time and possibility to operate in

the presence of higher priority traffic.

3. System description

Consider the MAC layer of an 802.11e distributed net-

work, and hence a single-hop scenario involving N sources

and the corresponding N destinations. All the 2N nodes oper-

ate using the EDCA basic access mechanism combined with

an 802.11g PHY layer. Each source S contends with the other

sources for gaining access to the wireless medium in or-

der to deliver its packets to the intended destination D. Ex-

cept for the mandatory ACKnowledgement (ACK) packet, the

destination does not provide any feedback information con-

cerning the distortion and the delay, which hence must be

estimated by the source on its own. In particular, S can sup-

port four ACs, which are numbered according to q = 1 (VO),

q = 2 (VI), q = 3 (BE), q = 4 (BK), thus indicating that a lower

q value identifies a higher priority. Assume that each AC of

each source remains nonempty once a packet is success-

fully transmitted, hence considering, as in [8,10], saturated

traffic conditions. For the BE and BK ACs, the saturation as-

sumption is widely accepted, since it derives from usual file

transfer applications. For the VO and VI ACs, the saturation
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Fig. 1. Model for the generic source–destination pair.
hypothesis is justified by the transmission policy usually

adopted by many common streaming services, such as

YouTube, according to which the packets corresponding to

the first 40 s of a requested stream are immediately sent,

while the sending rate adopted for the rest of the stream

must be slightly higher than the playback rate, since the ob-

jective is to avoid the interruption of the reproduction [17].

This policy implies that a large amount of packets may be

considered already present also at the transmission queues

corresponding to the VO and VI ACs, thus allowing to assume

a saturated scenario.

Among the entire load that must be delivered to D, S has

to transmit a video sequence V = {νl : l = 1, . . . , L}, which in-

cludes L frames ν1, . . . , νL. The source–destination model is

reported in Fig. 1, where four operations are considered: the

encoding of V, the estimation of the distortion and of the ex-

piration time, the adaptation of the retry limit, and the de-

coding of the received video. The first three operations are

carried out by the source, while the latter one by the destina-

tion. The three following subsections describe the encoding,

the estimation, and the decoding operations, while the retry

limit adaptation is presented in Section 4.

3.1. Encoding

The video V is encoded using the H.264 scalable video

coding (SVC) standard developed by the joint video team

(JVT) [18]. Thus, V is subdivided into groups of pictures

(GOPs) of size α, and encoded to obtain a set of network ab-

straction layer units (NALUs). Each NALU, which is created

considering the dependencies within a GOP, is classified ac-

cording to the type of the corresponding frame: Intra-coded

(I), Predictively-coded (P), and Bipredictively-coded (B), and

is generated to encode the video as an independently de-

codable base layer and a certain number of enhancement

layers [19]. The set of NALUs, which are of different size, is

then packetized to obtain a set P of K packets π1, . . . , πK of

equal size that are transmitted over the network. Thus, at

the end of the packetization process, the encoded version

of a generic frame ν l may be fragmented in a certain num-

ber of 802.11 packets. For calculation purposes, it may be

then useful to define, for each νl ∈ V, the set Pl( ⊂ P) of the

packets containing the NALUs of ν l. In particular, Pl has kl

elements and hence the overall number of packets K that de-
rives from the encoding of the original video sequence V can

be expressed as K = ∑L
l=1 kl . By consequence, the set Pl con-

tains the packets having indexes k between Kl−1 + 1 and Kl,

where Kl = ∑l
l′=1 kl′ , thus Pl = {πk : k = Kl−1 + 1, . . . , Kl}.

3.2. Estimation

Since each NALU may have a different impact on the over-

all video quality, the retry limit for each packet π k should be

selected according to its expiration time Tek
and to the distor-

tion Dk produced by its possible loss. It is useful to first relate

these two quantities to the frames, which represent the real

video content perceived by the final user, and subsequently

refer them to the packets. As a first step, the NALUs gener-

ated by the H.264/SVC encoder are decoded to obtain the se-

quence Vt = { fl : l = 1, . . . , L}, which may be considered as

a reference sequence that is physically transmitted over the

network. This sequence will be compared with the video re-

ceived at the destination (Fig. 1), in order to enable a perfor-

mance evaluation of the proposed framework that accounts

for the losses due to the sole access procedure, and not for

the lossy compression, whose effects are out of the scope of

this paper.

Let us now consider the expiration time. To this aim, one

may observe that usually the player at the destination awaits

the reception of a certain number of frames l̄ before start-

ing the play of the video. From now on, l̄ will be referred to

as the expiration time index. Therefore, one can assume that

the requirement on the expiration time holds for the frames

successive to a frame f
l̄
, while the frames previous to f

l̄
may

be associated to an infinite expiration time. Accordingly, the

expiration time for the lth frame can be evaluated as [7,12]:

T̃el
=

{+∞ l = 1, . . . , l̄

(l + Ml)Tf l = l̄ + 1, . . . , L
(1)

where Ml is the number of frames inter-coded with fl in the

same GOP and Tf is the inter-frame interval. The quantity in

(1) is considered to control the delay at the destination, in

order to limit the interruptions of the playback of the video

due to the wait of the arriving frames.

From a practical point of view, the most accurate method

for estimating the impact of the loss of a packet on the cor-

responding GOP would require the removal of the packet
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itself and the subsequent decoding of the entire GOP accord-

ing to the adopted error concealment strategy [10]. Since

this method would be computationally too expensive, alter-

native approaches have been derived [20,21]. In particular,

the existing distortion estimation techniques for H.264 en-

coded videos may be classified in two families: lightweight

methods and sophisticated methods [22]. The lightweight

methods are computationally cheap, since they just distin-

guish between key and non-key frames [23]. However, they

do not provide a fine estimation of the distortion effect de-

termined by the loss of a frame, thus making preferable the

sophisticated methods when more accurate estimations are

necessary. Among this second family of distortion estima-

tion techniques [24–28], which are often characterized by

a high computational cost, the exponential distortion algo-

rithm (EDA), presented in [26,29,30], is one of the few so-

phisticated algorithms that enables to model the distortion

due to the loss of a frame fl maintaining a low complexity.

For this reason, the EDA is adopted in this paper.

The EDA assumes the adoption of a frame copy error con-

cealment at the decoder, since the lost frame fl is replaced

by the previous received one fl−1. Therefore, considering the

frame fl and a succeeding one fl′ , both belonging to the

same GOP, the EDA estimates the distortion suffered by fl′ be-

cause of the loss of fl as the product MSD[ fl − fl−1]e−ξ(l′−l),

where MSD[ fl − fl−1] is the mean square difference between

fl and fl−1 that estimates the actual mean square error at

the decoder, and ξ is a parameter dependent on the encoded

video that accounts for the error propagation effect. Using

this approach, the distortion on the entire GOP of size α due

to the loss of the frame fl can be evaluated as:

D̃l =
� l

α �α∑
l′=l

MSD[ fl − fl−1]e−ξ(l′−l), (2)

where � · � denotes the ceiling function. Further details con-

cerning the EDA can be found in [26,29,30].

The two sequences of estimations T̃e1
, . . . , T̃eL

and

D̃1, . . . , D̃L, which are related to the frames, must be then re-

lated to the packets. To this aim, one may observe that, if a

frame fl, with l > l̄, is characterized by the expiration time T̃el

and by the set Pl , the corresponding kl packets would not all

be associated to the same T̃el
value. In fact, in this case the

transmission of the first packet of Pl might use all the time

margin, subsequently forcing the remaining packets, having

the same expiration time, to adopt a retry limit equal to zero.

To avoid the occurrence of this event, the interval T̃el
− T̃el−1

,

theoretically available for the transmission of the kl packets

corresponding to the lth frame, is subdivided into kl equal

subintervals. Therefore, recalling (1), the expiration time as-

sociated to πk ∈ Pl remains infinite for k = Kl−1 + 1, . . . , Kl

and l = 1, . . . , l̄, while it is evaluated as:

Tek
= T̃el

− T̃el−1

kl
(k − Kl−1) + T̃el−1

, (3)

for k = Kl−1 + 1, . . . , Kl and l = l̄ + 1, . . . , L. The linearized ap-

proach in (3) aims to fairly subdivide the time available to

transmit a frame among all packets containing NALUs that

belong to that frame.

The distortion corresponding to πk ∈ Pl can be calculated

by considering that associated to the frame f normalized to
l
the maximum, thus:

Dk = D̃l

max
l∈{1,...,L}

D̃l

, (4)

for k = Kl−1 + 1, . . . , Kl and l = 1, . . . , L. Observe that, since

the indexing in k is related to the indexing in l, all packets

πk ∈ Pl associated to a frame fl have an identical normalized

distortion. For this reason, the index k does not explicitly ap-

pear in the right hand side of (4). The motivation for the nor-

malization in (4) can be explained observing that Dk will be

related to the drop probability, thus it is useful to identify a

measure of the distortion lying between 0 and 1. As it will

be explained in Section 4.2, Dk may be further scaled accord-

ing to the specific application, if required. However, the avail-

ability of a normalized quantity may represent a reasonable

starting point for the subsequent exploitation of the distor-

tion, also in the case in which other estimation techniques

are adopted. Summarizing, the process of estimation carried

out at the source S provides, for the set of packets P, the two

sets of estimations T = {Te1
, . . . , TeK

} and D = {D1, . . . , DK}
that will be used at MAC layer to adapt the retry limit of the

VI AC.

3.3. Decoding

At the destination, the received packets are depacketized

to derive the set of the received NALUs, which are filtered to

remove, firstly, all NALUs that have been at least partially lost

due to the loss of the corresponding packets and, secondly,

the NALUs relative to frames whose base layer has not been

received and hence cannot be decoded [19] (Fig. 1). The set

of remaining NALUs is passed to the H.264/SVC decoder and

the result is filled with the lost frames, thus obtaining the re-

ceived video Vr, which is compared to the transmitted video

Vt. The filling and comparison operations, which would not

be carried out in a real network, are performed just for mod-

eling purposes, in order to enable a frame-by-frame compar-

ison between the reference video Vt and the received one

Vr, so as to evaluate the PSNR and the delay for the decod-

able frames. As discussed at the beginning of Section 3.2, this

comparison enables to isolate the effects due to the 802.11

dropped packets from those due to the lossy compression.

4. Retry limit adaptation

A reliable model for a distributed network may be de-

rived adopting a Markov approach [31,32], which has been

extensively used to investigate the performance of an 802.11-

based uncoordinated network in several contexts, including

the presence of non-saturated conditions [33,34], directional

communications [35], multiple ACs [36], and heterogeneous

traffic sources [37]. Accordingly, the here developed adap-

tation strategy for the retry limit associated to each packet

πk ∈ P is based on a Markov model of the 802.11e EDCA

[36]. This model, which has been validated by experimen-

tal measurements realized using a real testbed, is properly

re-elaborated to obtain a reduced set of simplified equations

that enable to reliably estimate the network behavior with a

low computational cost. The next subsection introduces this

Markov model with the purpose of briefly summarizing the



F. Babich et al. / Ad Hoc Networks 36 (2016) 229–243 233

W

Fig. 2. Markov model for the qth AC of the generic source.

q(1 − p
approach presented in [36], so as to better identify the math-

ematical context from which the proposed algorithm is de-

rived. Subsequently, Section 4.2 presents, as the main contri-

bution, the developed retry limit adaptation strategy.

4.1. Theoretical model

According to the 802.11e EDCA specifications and the net-

work scenario described in Section 3, in the presence of

equal transmission opportunities the qth AC of the generic

source can be characterized by the AIFS AIFSq, the minimum

contention window Wq, the retry limit mq, and the maxi-

mum backoff stage m′
q, which determines the maximum con-

tention window. The function of these parameters can be ex-

plained by describing the EDCA backoff procedure.

When a packet belonging to the qth AC is ready for trans-

mission, the source monitors the medium for a time AIFSq.

If the medium is sensed idle during this time, the packet

is immediately transmitted, otherwise a random backoff is

generated as the product between a constant slot time and

a random integer n uniformly distributed in the interval

[0,Wq − 1]. This backoff is inserted in a reverse counter,

which is decreased when the medium is sensed idle, frozen

when the medium is sensed busy, and reactivated when the

medium is sensed idle again for an AIFSq. When the counter

reaches the zero value the packet is transmitted. If the trans-

mission is successful, the source receives an ACK packet from

the destination. Otherwise, a retransmission is scheduled by

updating the retry counter and the contention window. In

particular, at the ith retransmission attempt, the contention

window is evaluated as:

i
q = 2min (i,m′

q)Wq, (5)

and the backoff decrease process is repeated adopting a ran-

dom integer n uniformly distributed in the interval [0,W i
q −

1]. When the retry counter exceeds the retry limit mq, the

packet is discarded. With reference to the qth AC and assum-

ing identical AIFS values for the four ACs, this mechanism can

be modeled considering the Markov chain in Fig. 2, where

pq denotes the conditional collision probability. This figure

describes the backoff procedure by a two-dimensional pro-

cess in which the generic state (i, n) identifies, for a generic

packet, a residual backoff of n slots at the ith transmission

attempt. According to the scenario introduced in Section 3,

the model assumes saturated traffic conditions, since, once a

packet is successfully transmitted or is discarded due to the

achievement of the maximum number of retransmissions, a

novel packet is immediately available. Observe that the as-

sumption of identical AIFS values, which may seem to limit

the applicability of the analysis, is acceptable in the case con-

sidered in this study. The suitability of this assumption will

be justified is detail in Section 4.2.

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

τq =
2(1 − 2pq)

(
1 − p

mq+1
q

)
(1 − 2pq)

[
1 − p

mq+1
q + pqWq2m′

q

(
p

m′
q

q − p
mq

q

)]
+ W

pq = 1 −
4∏

q′=1

(1 − τq′)N−1

q−1∏
q′=1

(1 − τq′)
Analyzing the chain in Fig. 2, one can express the generic

steady-state probability ηi, n as a function of η0, 0, hence ob-

taining [36]:

ηi,n =
(

1 − n

W i
q

)
pi

qη0,0, (6)

for n ∈ [0,W i
q − 1] and i ∈ [0, mq]. Therefore, using (6) and

imposing the normalization condition, one obtains:

η0,0 =
[

mq∑
i=0

W i
q−1∑

n=0

(
1 − n

W i
q

)
pi

q

]−1

. (7)

The probability τ q that the source attempts the transmission

can then be evaluated by summing over all the steady-state

probabilities with backoff equal to zero, thus:

τq =
mq∑
i=0

ηi,0. (8)

Using (5)–(7) in (8) and performing some algebra, one can

therefore obtain the first set of equations of the system:

q)
[
1 − (2pq)m′

q+1
]

(9)

which is defined for q = 1, . . . , 4, and hence consists of 2 ×
4 = 8 equations. The second set of equations in (9) expresses

the conditional collision probabilities pq for q = 1, . . . , 4, ac-

cording to the fact that a packet belonging to the qth AC of

a given source S collides in two cases. First, if S and at least

another source transmit their packets at the beginning of the
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same slot time (external collision). Second, if, at the source

S, the backoff of the elaborated packet and that of a packet

belonging to an AC with a higher priority reach the zero

value at the same time (internal collision). In this second case

the collision is directly resolved at the source S by allowing

the transmission of the packet with the higher priority and

considering as collided the packet with the lower priority.

Further mathematical details for the derivation of (9) can be

found in [36]. The nonlinear system of eight equations in (9)

represents the core of the model, since it enables the calcu-

lation of the transmission and collision probabilities for the

ACs of interest. The parameters Wq and m′
q for q = 1, . . . , 4

are assumed known, since they are specified in the 802.11e

standard for a given PHY layer [4]. Instead, the parameter mq

and the quantities τ q and pq for q = 1, . . . , 4 are assumed un-

known, thus 3 × 4 = 12 unknowns are present in (9). For the

case q = 2, corresponding to the VI AC that is of interest in

this study, m2 depends also on the specific video packet π k.

However, to simplify the notation, this dependence will be

explicitly introduced afterwards, thus currently considering

the network behavior for a given video packet.

Moving from (9), the proposed approach for the deriva-

tion of a retry limit adaptation algorithm first considers the

collision and transmission probabilities of the active ACs,

from which the drop probability and the packet delay are es-

timated. Subsequently, the retry limit for each packet is eval-

uated by relating the drop probability to the distortion, and

the packet delay to the expiration time.

4.2. Adaptation algorithm

The first approximation introduced to simplify (9) relies

on the practical observation that the main impact on the

collision probability of a given AC is due to the ACs hav-

ing a higher or equal priority, and hence a higher or equal

transmission probability [36]. The 802.11e standard states

that, when a PHY layer specifies a minimum contention win-

dow and a maximum backoff stage, these parameters hold

for the BK AC. Thus, they must be intended as W4 and m′
4,

respectively, and must be used to obtain the correspond-

ing parameters for all the ACs as W1 = W2/2 = W3/4 = W4/4,

m′
1 = m′

2 = 1, m′
3 = m′

4 [4], in order to provide a higher prior-

ity to the VO and VI ACs. For the same reason, in the 802.11e

extension, the AIFS values are selected as AIFS1 = AIFS2 >

AIFS3 > AIFS4 [4]. Since the higher the AIFS, the minimum

contention window, and the maximum backoff stage, the

lower the transmission probability, these settings imply that

τ 3, τ 4 < τ 2 < τ 1. This allows one to neglect, on first approx-

imation, the impact of the BE and BK ACs on the remaining

ones, thus assuming τ 3, τ 4
∼=0, and the impact of the VI AC on

the VO one. Besides, being in this study the interest focused

on the VI AC, the equations expressing p3 and p4 as functions

of the transmission probabilities in (9) can no longer be con-

sidered. Observe that, since AIFS1 = AIFS2, the Markov chain

in Fig. 2 properly describes the behavior of both the VO and

VI ACs without the need of additional states, which instead

would be required if the interest had been focused also on

the BE and BK ACs, in order to account for the larger AIFS3

and AIFS4 values [38]. Regarding the parameter settings spec-

ified in the 802.11e amendment for the VO and VI ACs, a fi-

nal aspect that is worth noticing concerns the low number
of possible contention windows enabled by the unity back-

off stage, that is, W 0
1

= W1 and W 1
1 = 2 · W1 for the VO AC,

and W 0
2

= W2 = 2 · W1 and W 1
2

= 2 · W2 = 4 · W1 for the VI

AC, which lead to just three possible contention windows.

This has a relevant consequence, since, once a given source

has established its retry limit, the retry limits selected by

the other sources have a limited influence on the collision

probability of that source, because, after the first transmis-

sion attempt, the contention window remains identical for

all the subsequent attempts. To better clarify this issue, con-

sider, as a theoretical reference, the limiting case in which

just the VI AC is active and the backoff stage is equal to zero.

This is a perfectly homogeneous case, since, regardless of the

retry limit value selected by each source, the backoff time is

randomly selected in an identical interval. Hence, the colli-

sion probability of the single source is insensitive to the retry

limits selected by the other sources. The unity backoff stage,

even if not guarantees this complete insensitivity, however

maintains the sensitivity very low, thus justifying the implicit

assumption adopted in the formulation developed in (9), ac-

cording to which each source selects its m2 value consider-

ing that the other sources adopt the same one. The reliability

of this hypothesis will be further explored in Section 5.2.4,

where a network scenario involving sources transmitting dif-

ferent video sequences, and hence adopting different retry

limits, will be considered.

Exploiting the above arguments, whose reliability will be

also investigated in Section 5 considering scenarios in which

all the four ACs are active, (9) can be replaced by a reduced

nonlinear system of four equations:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

τq =
2

(
1 − p

mq+1
q

)
(2Wq + 1)

(
1 − p

mq+1
q

)
− Wq(1 − pq)

, q = 1, 2

p1 = 1 − (1 − τ1)
N−1

p2 = 1 − (1 − τ1)
N(1 − τ2)

N−1

(10)

Then, in the first two equations of (10), τ q may be approx-

imated by a second-order polynomial passing through the

points (0, τq1
), (1/2, τq2

), and (1, τq3
), where:

τq1
= τq| pq=0

= 2

Wq + 1
, (11a)

τq2
= τq| pq=1/2

= 2mq · 4 − 2

2mq(2 + 3Wq) − 2Wq − 1
−→

mq→∞
4

3Wq + 2
,

(11b)

τq3
= lim

pq→1
τq = 2mq + 2

mq(2Wq + 1) + Wq + 1
−→

mq→∞
2

2Wq + 1
,

(11c)

are evaluated for mq → ∞ when a dependence on mq is

present. Thus, τ q can be approximated by:

τq
∼= aq p2

q + bq pq + cq, (12)

where the coefficients:

aq = 4W 2
q

6W 3
q + 13W 2

q + 9Wq + 2
, (13a)
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bq = − 2Wq(5Wq + 2)

6W 3
q + 13W 2

q + 9Wq + 2
, (13b)

cq = 2

Wq + 1
, (13c)

depend only on the minimum contention window of the qth

AC. These coefficients are obtained by fitting (12) through the

three points (0, τq1
), (1/2, τq2

), and (1, τq3
), that is, substi-

tuting the pq and τ q coordinates in (12) for each point, and

then solving the resulting linear system of three equations in

the three unknowns aq, bq, and cq. Concerning the approxi-

mations in (11) and (12) for the evaluation of τ q, it is worth

remarking that the aim of the proposed strategy is to esti-

mate, first, the drop probability and the delay for the VI AC

through p2, and, subsequently, the retry limit according to

the video distortion and the expiration time. Solving directly

(10) would lead to a p2 value dependent on m2 and hence to

a higher computational cost. Instead, the solution of a poly-

nomial equation, obtained removing the dependence on m2,

can rely on efficient root-finding techniques. Moreover, one

can easily prove, by performing a simple derivative, that τ q

in (10) is a monotonically decreasing function of mq. Hence,

since (12) is obtained for mq → ∞, it provides an estimate

from below of τ q, which leads to an underestimation of pq

and, in turn, of the drop probability p
mq+1
q . This behavior,

combined with the requirement that the drop probability of a

packet be inversely proportional to the distortion introduced

by its loss, guarantees a small (conservative) overestimation

of the distortion’s effect, thus explaining the reason for the

use of an approximation based on an infinite retry limit in

(11b) and (11c).

Given τ q < 1, each term (1 − τq)N−1 in the two latter

equations of (10) can be approximated by truncating the cor-

responding binomial expansion to a suitable value N̄( ≤N −
1). Using this approximation and substituting (12) for q = 1

in the third equation of (10), one obtains the polynomial

equation:

N̄∑
j=0

(
N̄
j

)
( − 1) j(a1 p2

1 + b1 p1 + c1)
j + p1 − 1 = 0, (14)

whose solution p̄1 ∈ [0, 1] is the approximated conditional

collision probability for the VO AC. Similarly, substituting

(12) for q = 2 in the fourth equation of (10), and defining

τ̄1 = a1 p̄2
1 + b1 p̄1 + c1, one can use the binomial approxima-

tion to derive a second polynomial equation:

(1 − τ̄1)
N ·

N̄∑
j=0

(
N̄
j

)
( − 1) j(a2 p2

2 + b2 p2 + c2)
j

+p2 − 1 = 0, (15)

which provides, for the VI AC, the approximated conditional

collision probability p̄2 ∈ [0, 1] and subsequently the approx-

imated transmission probability τ̄2 = a2 p̄2
2 + b2 p̄2 + c2. Thus,

the original problem of evaluating the transmission and col-

lision probabilities for the VO and VI ACs by the nonlinear

system in (9) is considerably simplified by the replacement

with the two polynomial equations in (14) and (15). Observe

that this simplification may be maintained even if the num-

ber of nodes is high. In fact, the degree of the polynomial in
(14) and (15) depends on the parameter N̄, which may be se-

lected lower than N − 1 maintaining an acceptable accuracy,

since τ̄ j
q becomes less significant as j becomes larger. Further-

more, it is worth noticing that the current 802.11 PHY layer

extensions lead to very low minimum and maximum con-

tention windows for the VO and VI ACs. Hence, the number

of collisions grows rapidly with the increase of N, thus mak-

ing difficult the support of many contending video flows of

acceptable quality. By consequence, the selection of the max-

imum value N̄ = N − 1 in (14) and (15), which provides the

highest accuracy, may be acceptable in practical scenarios,

where, realistically, the number of contending video flows is

limited.

Once the four probabilities p̄q, τ̄q for q = 1, 2 are esti-

mated, one can derive the performance figures of the net-

work as a function of the retry limit. Remembering that m′
2

=
1 and introducing the notation m2, k to identify the depen-

dence of the retry limit for the VI AC on the generic video

packet πk ∈ P, the average packet delay can be expressed as

[36]:

T(m2,k) = Es · Ens(m2,k), (16)

where Es is the average time required for a decrease of the

backoff counter and:

Ens(m2,k) =
m2,k∑
i=0

W i
2 − 1

2
p̄i

2 = 2W2 − 1

2
· 1 − p̄

m2,k+1

2

1 − p̄2

− W2

2
,

(17)

is the average number of backoff decreases for the m2, k re-

transmissions of π k. Recalling that, using the basic access,

the transmission time T̄ for a success and a collision is the

same, Es is given by the sum of the fractions of time wasted

because of inactivity and used for transmission (successful or

not), thus:

Es = ς +
{

1 − [(1 − τ̄1)(1 − τ̄2)]N
}
(T̄ − ς), (18)

where ς is the slot time specified by the adopted PHY layer

standard and the term 1 − [(1 − τ̄1)(1 − τ̄2)]N denotes the

probability that at least one packet is transmitted [36]. Fur-

thermore, the transmission time T̄ in (18) can be calculated

as:

T̄ = 	̄

R
+ H + ACK

Rc
+ SIFS + AIFS2, (19)

where 	̄ is the length of the payload averaged over the VO

and VI ACs, R is the data rate, H is the length of the MAC/PHY

headers of the DATA packet, ACK is the length of the ACK

packet, Rc is the control rate, SIFS is the short inter-frame

space, and AIFS2 = SIFS + 2ς [4]. The second fundamental

performance figure that is required to estimate the network

behavior when a video sequence has to be transmitted is the

drop probability, which can be evaluated as:

pdrop(m2,k) = p̄
m2,k+1

2
. (20)

Now, the problem’s requirements can be imposed by relating

the drop probability to the distortion and the delay to the ex-

piration time. In particular, the packets that lead to a higher

distortion in the case of loss should be associated to a lower

drop probability and hence to a higher retry limit, while the

packets determining a lower distortion should be associated
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to a higher drop probability and hence to a lower retry limit.

Moreover, the distortion should be not only inversely propor-

tional to the drop probability, but should recall the exponen-

tial relationship in (20) between pdrop and m2, k, in order to

provide an effective adaptation [16]. Therefore, imposing as

a further requirement that the sum of the delays derived by

(16)–(18) for the first k packets be lower than the expiration

time of the kth packet, the following minimization problem

in the unknown m2, k can be formulated for each πk ∈ P:

arg min
m2,k∈N

∣∣pdrop(m2,k) − 10−ζDk

∣∣, (21)

subject to :

k∑
k′=1

T(m2,k′) ≤ Tek
, (22)

where ζ (>0) is a parameter introduced to better manage the

relationship between drop probability and distortion, whose

impact on the estimation process will be discussed at the

beginning of the next section. The objective of the problem

in (21) and (22) is to find, for each πk ∈ P from k = 1 to

k = K, the retry limit m2, k that provides the drop probabil-

ity closest to the reciprocal of the exponentially weighted

distortion, simultaneously verifying that the reception time

remains lower than the expiration time. One of the main ad-

vantages of this formulation relies on the possibility to ob-

tain a closed-form expression for the estimated retry lim-

its, thus considerably limiting the computational burden. To

achieve this result, (21) and (22) may be separately solved.

More precisely, one may first use (20) in (21), and then solve

the corresponding equation in the integer retry limit recall-

ing that a conservative overestimation of the distortion has

been adopted, thus obtaining the quantity:

mD
2,k =

⌈
log (10ζDk p̄2)

log (1/p̄2)

⌉
, (23)

which accounts for the sole distortion. Subsequently, since

the retry limits are evaluated following the order k =
1, . . . , K, (22) can be usefully rewritten as:

T(m2,k) ≤ Tek
− Tak−1

, (24)

where, using (16) and (17), the delay accumulated by the k −
1 packets previous to the kth one can be expressed as:

Tak−1
=

k−1∑
k′=1

T(m2,k′) = (k − 1)T̂ −
(

T̂ + EsW2

2

) k−1∑
k′=1

p̄
m2,k′ +1

2
,

(25)

with:

T̂ = Es

2

(
2W2 − 1

1 − p̄2

− W2

)
. (26)

The novel formulation in (24) for the time requirement in

(22) allows the exploitation of the knowledge of the retry

limits already evaluated for k′ < k. Now, using (16) and (17)

in (24), one can solve the corresponding inequality in the in-

teger retry limit that guarantees the satisfaction of the re-

quirement on the expiration time, thus identifying the limit-

ing value:

mT
2,k =

⌊
log

[(
T̂ − Tek

+ Tak−1

)+

p̄2(T̂ + EsW2/2)

]
· 1

log p̄2

⌋
, (27)
where ( · )+ is the positive part and �· is the floor function.

In particular, (27) selects the largest integer that allows the

maintenance of the reception time of the kth packet below

its expiration time. The positive part is introduced for math-

ematical purposes to include in a unique expression also the

cases in which the term T̂ − Tek
+ Tak−1

is negative, and hence

no requirement on the delay is present in practice. The ab-

sence of a delay requirement characterizes, for example, the

packets corresponding to the frames indexed from 1 to l̄,

which, as explained in Section 3.2, are associated to an in-

finite expiration time, since the play of the video starts after

the elaboration of the frame f
l̄
. Finally, m2, k can be evaluated

by taking the minimum between the value in (23), account-

ing for the video distortion, and that in (27), accounting for

the expiration time, hence obtaining:

m2,k = min
(
mD

2,k, mT
2,k

)
. (28)

4.3. Summary and remarks

The presented mathematical derivation allows the devel-

opment of a very fast retry limit adaptation algorithm, which

requires just a limited number of operations. These opera-

tions are summarized in Fig. 3. Firstly, one evaluates (in or-

der): p̄1 by solving (14), τ̄1 by (12) and (13) for q = 1, p̄2 by

solving (15), τ̄2 by (12) and (13) for q = 2, Es by (18), and fi-

nally T̂ by (26). Observe that all these quantities do not de-

pend on the video packet, thus they can be calculated just

once for the entire stream, and, if desired, they might be in-

serted in a lookup table to avoid their re-calculation when

the source has to manage different videos in the same net-

work scenario. Secondly, for each πk ∈ P and using the es-

timations Dk and Tek
, one evaluates (in order): mD

2,k
by (23),

Tak−1
by (25), mT

2,k
by (27), and finally m2, k by (28). In gen-

eral, the algorithm requires just the solution of two polyno-

mial equations and the evaluation of expressions available in

closed-form.

It may be useful to observe that the entire framework pro-

posed in this paper, consisting of the estimation process for

the video distortion and the subsequent retry limit adapta-

tion, may be viewed as a modular procedure, in the sense

that the retransmission strategy could be also exploited us-

ing different measures of the distortion, if desired. In fact, one

may notice that (23) requires the Dk value, but is not con-

strained on how this normalized value is obtained. In this

paper, Dk has been derived using the EDA to maintain an

overall low computational cost. However, the procedure for

solving the problem in (21) and (22), and hence the steps

of the proposed algorithm, remain identical if a different

estimation of the video distortion is adopted. This implies

that the proposed retry limit adaptation may be applied not

only to distortions obtained using different estimation tech-

niques, but also in the presence of video encoders differ-

ent from the H.264/SVC, provided that a normalized mea-

sure of the distortion is available in some way. Furthermore,

just the delay estimation and the retry limit adaptation re-

sult necessary if a provider of video services supplies an es-

timation of the distortion together with the video sequence.

The applications enabled by this second possibility, which are

not limited to the sole MAC layer, are discussed in [26,30],

and may also involve the routing and the transport layers.
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Fig. 3. Retry limit adaptation algorithm.
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Fig. 4. Retry limits estimated for each frame according to the distortion pro-

vided by the EDA for N = 4 sources when the VO and VI ACs are both active.
Similar arguments may hold in the presence of traffic with

time constraints much more stringent than those assumed

to derive (1) and then (3). In fact, for such kind of traffic,

(27) still holds and provides a value that follows the pos-

sible stringent requirement specified by Tek
. As shown in

[39,40], the VI AC may be selected not only to deliver video

sequences, but, more in general, to manage the access of

other kinds of traffic, including multimedia contents. Thus,

the proposed adaptive algorithm may be applied to any traf-

fic that a network operator decides to associate with the VI

AC, provided that a measure of the normalized distortion Dk

and of the time constraint Tek
are available for each packet.

5. Results and discussion

This section evaluates the performance obtained from the

proposed method. The results are derived using the param-

eters in Table 1 by assuming that the video playback be-

gins after the elaboration at the receiver of at least the first

GOP, thus l̄ = 1 + α = 17 (the first frame is the frame I). Each

AIFS value can be derived as AIFSq = SIFS + AIFSNqς, where

AIFSNq denotes the AIFS number for the qth AC. In the follow-

ing of this section, when one of the parameters in Table 1 will

be set to a different value, for example to specifically study

its impact on the performance of the developed algorithm, it

will be explicitly declared. The transmission buffer of the VI

AC of each source is assumed to be sufficiently large to con-

tain all the packets belonging to a given video sequence, in

order to avoid losses due to queue overflow, whose model-

ing is out of the scope of this paper. All routines and the de-

veloped 802.11e network simulator are implemented in Mat-

lab. The presented numerical values are obtained using one
core of an Intel Core2 Quad Q9300 @2.50 GHz Sun Ultra 24

workstation.

5.1. Estimated retry limits

To provide a clarification of the behavior of the proposed

adaptation algorithm, Fig. 4 reports, for each frame of the

adopted video sequence (Bus), the distortion in (2) evalu-

ated by the EDA and the corresponding retry limits for two

values of the parameter ζ in the presence of N = 4 sources

when both the VO and VI ACs are active. In this case no re-

quirements on the expiration time are imposed in order to
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Table 1

Adopted parameters.

H.264/SVC (Bus sequence) Adaptation algorithm (Basic access; 802.11g)

Number of frames L = 65 Distortion

parameter in (21)

ζ = 3 Slot time ς = 20 μs

SIFS SIFS = 10 μs

GOP size α = 16 EDA parameter ξ = 1/6 AIFS numbers AIFSN1,2 = 2,

AIFSN3 = 3,

AIFSN4 = 7

Expiration time index l̄ = 17 Polynomial degrees

in (14)–(15)

2N̄ = 2(N − 1)

Inter-frame interval Tf = 1/15 s Minimum

contention

windows

4W1 = 2W2 =
W3,4 = 16

MAC/PHY header

length

H = 24 bytes

Number of layers V = 4 Maximum backoff

stages

m′
1,2 = 1, m′

3,4 = 6 ACK length ACK = 14 bytes

Data rate R = 54 Mbits/s

Payload sizes 	1,2,3,4 = 1400 bytes Default retry limits m1,2,3,4 = 7 Control rate Rc = 2 Mbits/s

Fig. 5. PSNR for N = 4 and N = 8 when the VO and VI ACs are active using

the proposed algorithm and the default settings.
better outline how the distortion is managed. Consider first

the case ζ = 3 (circle marker). For this case the figure shows

that the estimated retry limit accurately follows the curve

representing the distortion (dashed line), thus revealing that

the approximations adopted in (4.2) to develop the algorithm

by reducing the complexity of the calculations have a very

limited impact on the capability of the algorithm to reliably

account for the distortion. A more detailed view of this figure,

involving even the case ζ = 2 (cross marker), additionally re-

veals that also the set of retry limits obtained using ζ = 2 is

shaped according to the distortion, but at a different scale.

This difference between the two sets of retry limits is useful

to understand the impact of the parameter ζ , which in prac-

tice can be used to control the overall number of retry limits

associated to the sequence in absence of requirements on the

expiration time. When these requirements on the delay are

instead present, they may reduce the retry limits estimated

according to the sole distortion, as it can be inferred from

(28).

A final aspect that may be observed from Fig. 4 concerns

the high distortion values, and the corresponding high retry

limits, that may be noticed for some specific indexes. These

indexes identify the I frame, which contains the fundamen-

tal encoder settings, and the P frames, which represent the

most important frames for the respective GOPs. In fact, all B

frames of a given GOP depend on the P frame of that GOP.

Thus, while the loss of a B frame has an impact on just a sub-

set of the other B frames of the same GOP, the loss of a P frame

has an impact on all the B frames of the same GOP, and hence

the loss of a P frame usually results highly detrimental. This

damage is reliably managed by the proposed retransmission

strategy, since, for a P frame, the estimated distortion and

the corresponding retry limit are both high. Of course, possi-

ble stringent requirements on the delay may reduce the retry

limit also for a P frame.

5.2. Network simulations

Now that the basic behavior of the proposed algorithm

has been introduced, the subsequent results aim to further

test its performance in a distributed network. Each test is car-

ried out by running 20 network simulations for each consid-

ered network scenario, namely for each combination of ac-
tive ACs and number of contending sources N. Besides, the

single network simulation is run for 10 s in order to complete

the access procedure for all video packets of all sequences.

Each simulation has been carried out at packet-level, that

is, the retry limits, once obtained, are used in a packet-level

802.11e/g simulator, which is implemented in Matlab as a

state machine. Then, for each simulation, the trace corre-

sponding to the correctly received packets is used to derive

the drop probability and the reception time, and is physically

elaborated by the H.264/SVC decoder to derive the PSNR by

comparing the transmitted video Vt with the received one Vr.

5.2.1. Preliminary results: two ACs

Figs. 5 and 6, which are obtained for N = 4 and N = 8

when the VO and VI ACs are active, compare, for each frame

of the video sequence, the PSNR (Fig. 5) and the playback re-

ception time (Fig. 6) obtained using the proposed algorithm

with those derived using the 802.11e/g default settings. The

vertical bars present on each curve represent the 95% confi-

dence intervals, which are reported at steps of five frames to

maintain the readability of the figures. The playback recep-

tion time is evaluated starting from the frame l̄ + 1 = 18, for
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Fig. 6. Playback reception time for N = 4 and N = 8 when the VO and VI ACs

are active using the proposed algorithm and the default settings.

Fig. 7. Estimated retry limits for N = 8 sources when the VO and VI ACs are

both active.
which the requirement on the expiration time becomes fi-

nite. Therefore, for a frame fl with l > l̄, Trx is given by the

difference between the reception time of the frame fl and

the reception time of the frame f
l̄
, both obtained from the

packet-level simulation. This representation, which adopts

the instant of starting of the playback as reference, is in

agreement with the requirement expressed by the expira-

tion time, and is suitable to verify if, once the playback

of the video is started (after the reception of the frame

number l̄ = 17), the reproduction would be interrupted or

not. Each curve is derived by averaging the corresponding

quantity (PSNR or playback reception time) over all the sim-

ulations and the sources.

The figure shows that the presented algorithm is prefer-

able to the default settings for both values of N. In particu-

lar, the default settings achieve acceptable results for N = 4,

while, when the number of contending sources increases to

N = 8, the playback reception time largely exceeds the expi-

ration time. The closeness between the curve corresponding

to the expiration time and the curve corresponding to the

playback reception time for the case N = 8 when the pro-

posed algorithm is used represents an interesting confirma-

tion that the time available for video transmission is effi-

ciently exploited by the presented retransmission strategy.

Recalling that the retry limit estimation process has been

developed by operating on average quantities and that the

curves are obtained by averaging the results over the sim-

ulations and the nodes, one may expect, as a proof of the

correctness of the analysis, that, when the scenario becomes

highly congested, the playback reception time approaches

the expiration time for the last frames of the video sequence.

From the provided confidence intervals, one may also ob-

serve that, in a single simulation, the playback reception time

may be even slightly higher or slightly lower than this av-

erage value, exactly because the developed analysis is based

on a predictive approach for estimating the evolution of the

transmissions.

One may notice that, when N = 4, high PSNR values are

achieved for the P frames. This may be again explained recall-

ing the H.264 encoding structure. As previously discussed, all
B frames of a GOP depend on the P frame of that GOP. On the

other hand, a P frame does not depend on these B frames, and

hence it is immune to their loss. This leads to a situation in

which, once a P frame is received, the PSNR for that P frame

may be very high. Differently, the achievement of high PSNR

values for a B frame requires not only the correct reception of

that B frame, but also the correct reception of all the B and P

frames from which that B frame depends. Thus, the presence

of a high PSNR for a B frame is an event less frequent than

the presence of a high PSNR for a P frame, which, being more

important (i.e., associated to a higher distortion), is protected

by a high retry limit.

Concerning the scenario corresponding to N = 8, it is

worth remarking, firstly, that the contention does not only

involve 8 VI ACs, but also 8 higher priority VO ACs, and,

secondly, that the minimum contention windows and the

maximum backoff stages established by the 802.11e/g stan-

dard for the VO and VI ACs are very low (Table 1). This

leads to a very constrained scenario, in which the proposed

algorithm remains able to guarantee an acceptable video

playing within the expiration time in the presence of a nec-

essarily high number of collisions. In these kinds of scenar-

ios, the PSNR referred to some frames may drop to very low

values. To this purpose, it is worth to remark that the ob-

jective of the proposed algorithm is not to ensure that all

frames are received, but to ensure that, in the presence of

distortion/delay requirements and contention-based mech-

anisms, the highest possible quality level (in those network

conditions) is achieved for the overall video sequence. To pro-

vide more details on the behavior of the proposed adapta-

tion mechanism, Fig. 7 presents the estimated retry limits for

the scenario with N = 8 sources. Considering this figure to-

gether with Fig. 4, one may observe that the retry limits of

the frames having index lower than l̄ + 1 = 18 remain shaped

according to the distortion, since the expiration time is in-

finite for l < 18, but they become much higher than those

corresponding to the case N = 4, because for N = 8 the col-

lision probability considerably increases and hence more re-

transmissions are statistically necessary. For l ≥ 18, instead,

the retry limits are no more exactly shaped according to the
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Fig. 8. PSNR for N = 4 using the proposed algorithm and the method pre-

sented in [8].
distortion, since the requirement on the expiration time be-

comes dominant.

5.2.2. General results: two and four ACs

While the previous results have shown that the proposed

algorithm is able to operate in the presence of many contend-

ing flows, a second set of simulations is carried out to deepen

some further aspects, which have been fundamental during

the development of the method.

These aspects concern the performance of the proposed

algorithm when all the four ACs are active. The aim is to in-

vestigate if the approximation in (10) of the system in (9)

is acceptable, simultaneously evaluating the computational

time required to estimate the retry limit. The results of this

second set of simulations are presented in Table 2, which re-

ports the drop probability and the PSNR (both averaged over

the simulations, the sources, and the frames), the maximum

playback reception time Trxmax , corresponding to the play-

back reception time of the last frame of the video sequence

(averaged over the simulations and the sources), the single-

node throughput S̄ of the VI AC (averaged over the simula-

tions and the sources), and the central processing unit (CPU)

time required by Matlab to estimate all the retry limits of

the video sequence. From now on, the symbol Q is used to

denote the number of active ACs. In particular, when Q = 2,

the sole VO and VI ACs are active, while, when Q = 4, all the

four ACs are active. For a given source and a given simulation,

the throughput is evaluated as the ratio between the sum of

the bits correctly received by each destination and that may

be used for decoding purposes, and the time instant corre-

sponding to the end of the processing of the last packet of the

video sequence. This time is the reception time, when the last

packet is correctly received, while it is the discarding time,

when the last packet is dropped. To have a reliable term of

comparison, Table 2 includes the performance correspond-

ing to the set of optimum retry limits, which are derived by

numerically solving the problem in (21) and (22) using the

complete system in (9). In particular, the eight equations in

(9) and the requirement in (21) have been implemented in a

unique Matlab function. Then, the resulting system has been

solved using the Matlab function fsolve, reducing, if nec-

essary, the derived retry limit until the constraint in (22) is

satisfied.

The results in the table confirm that both the optimum

retry limit setting and the proposed algorithm provide a

better performance with respect to the default settings. As

expected, when the number of sources increases, the drop

probability increases. However, in these cases, both the op-

timum setting and the algorithm are able to provide satis-

factory PSNR values. It is furthermore interesting to observe

that, for each scenario, the drop probability, the PSNR, the

maximum playback reception time, and the throughput ob-

tained from the optimum setting and the developed method

are very close to each other. In particular, this closeness holds

also when all the four ACs are active, thus confirming the re-

liability of the approximations adopted during the develop-

ment of the algorithm. This element becomes more relevant

when considered together with the CPU time, since the re-

sults in Table 2 reveal that less than 2 s are sufficient to eval-

uate all the retry limits using the proposed algorithm, while

some minutes are required by the policy relying on the opti-
mum setting. Concerning this latter aspect, a further notice-

able advantage of the presented solution may be signaled. As

explained in Section 4.3, the set of operations performed by

the algorithm may be subdivided in two subsets: the subset

of the operations required to estimate the network evolution,

such as the evaluation of the collision probabilities and of the

average slot duration Es, which can be performed just once

for the entire stream, and the subset of the operations re-

quired to subsequently estimate the retry limit, which must

be performed packet by packet (Fig. 3). The CPU times re-

ported in the last column of Table 2 are mainly due to the

first subset of operations, while the second subset requires

considerably lower computational times.

5.2.3. Comparison

To further test the proposed solution, the obtained re-

sults are compared to those achievable using the retry limit

adaptation algorithm presented in [8]. This algorithm relies

on an unequal loss protection approach developed accord-

ing to the collision probability and to a strategy of differen-

tiation of the packets into groups, in which the most impor-

tant packets are associated to higher retry limits. The solution

in [8] has been selected for its very low computational cost,

thus making significant the comparison with the algorithm

proposed in this paper. Since [8] assumes that the collision

probability is available and does not consider the problems

relative to its estimation, the quantity p̄2, estimated by the

proposed algorithm, is used as the collision probability in [8],

in order to guarantee a fair comparison between the two al-

gorithms. Furthermore, since [8] does not account for possi-

ble time constraints, the results concerning the delay are not

considered.

Fig. 8 shows the PSNR as a function of the frame num-

ber obtained for N = 4 when two (VO and VI) and four ACs

are active, while Table 3 reports the average drop probabil-

ity, the PSNR, the single-node throughput for the VI AC, and

the CPU time also for the network scenarios corresponding

to larger values of N. The results confirm the satisfactory per-

formance of the proposed algorithm, which remains capa-

ble of sustaining the video traffic even in a highly congested
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Table 2

Drop probability, PSNR, maximum playback reception time, single-node throughput of the VI AC, and processing time for different

retry limit setting policies: default (Def), optimum (Opt), and proposed algorithm (Alg).

N Q p̄drop (%) PSNR (dB) Trxmax
(s) S̄ (Mbits/s) CPU time (s)

Def Opt Alg Def Opt Alg Def Opt Alg Def Opt Alg Def Opt Alg

4 2 40.8 30.9 29.7 18.5 24.2 24.4 2.7 2.9 2.9 0.5 0.8 0.8 – 65.1 1.1

4 39.0 29.6 30.3 18.6 24.2 25.4 2.7 2.9 2.9 0.5 0.8 0.8 – 110.9 1.2

6 2 72.0 41.9 42.4 18.6 22.6 22.5 4.1 4.6 4.4 0.2 0.3 0.3 – 136.4 1.4

4 71.8 42.5 43.0 17.1 22.0 21.9 4.1 4.3 4.4 0.2 0.3 0.3 – 228.9 1.4

8 2 88.8 65.9 65.2 16.5 21.7 22.7 5.2 4.3 4.4 0.1 0.2 0.2 – 226.7 1.3

4 88.7 65.5 65.9 16.4 22.9 21.4 5.2 4.2 4.4 0.1 0.2 0.2 – 393.9 1.4

10 2 94.3 74.9 73.9 16.4 27.0 27.8 5.9 4.2 4.3 0.0 0.1 0.1 – 406.7 1.4

4 94.1 73.9 74.5 16.7 29.6 25.9 5.9 4.1 4.3 0.0 0.1 0.1 – 792.6 1.5

Table 3

Drop probability, PSNR, single-node throughput of the VI AC, and processing time ob-

tained using the proposed algorithm (Alg) and that presented in [8] (Alg [8]).

N Q p̄drop (%) PSNR (dB) S̄ (Mbits/s) CPU time (s)

Alg Alg [8] Alg Alg [8] Alg Alg [8] Alg Alg [8]

4 2 29.7 76.0 24.4 15.8 0.8 0.2 1.1 1.1

4 30.3 76.7 25.4 15.4 0.8 0.2 1.2 1.2

6 2 42.4 99.5 22.5 21.5 0.3 0.0 1.4 1.4

4 43.0 99.5 21.9 18.1 0.3 0.0 1.4 1.4

8 2 65.2 99.7 22.7 – 0.2 0.0 1.3 1.3

4 65.9 99.7 21.4 – 0.2 0.0 1.4 1.4

Table 4

Drop probability, PSNR, maximum playback reception time, single-node throughput of the VI AC, and processing time

when N = 4 sources transmit different video sequences (source 1: Bus, source 2: Container, source 3: Foreman, source

4: News).

Source Optimum retry limit setting Proposed algorithm Algorithm in [8]

1 2 3 4 1 2 3 4 1 2 3 4

p̄drop (%) 21.2 11.2 27.2 10.4 19.5 12.4 26.4 9.2 64.2 30.3 34.7 32.0

PSNR (dB) 40.4 86.9 33.2 72.8 36.9 81.9 33.7 76.8 17.6 32.8 24.6 42.6

Trxmax
(s) 2.1 0.4 0.7 0.5 2.0 0.4 0.7 0.4 1.8 0.4 0.6 0.4

S̄ (Mbits/s) 1.1 0.9 0.9 0.9 1.1 0.9 0.9 0.9 0.4 0.7 0.8 0.8

CPU time (s) 114.5 33.2 37.1 28.9 1.3 0.2 0.3 0.3 1.3 0.2 0.3 0.3
environment. In particular, one may observe from the last

two columns of Table 3, that the CPU times for the two solu-

tions appear as identical. In practice, differences are present

just in the not reported less significant decimals. The simi-

larity is due to the use of the same procedure of estimation

for the collision probability, which, as previously discussed,

has the larger impact on the computational cost. Thus, once

this estimation is available, the remaining calculations have a

negligible cost for both compared algorithms. Combining this

characteristic with the satisfactory performance achievable

by the proposed method, one may conclude that the here

presented algorithm is able to provide a really satisfactory

tradeoff between performance and complexity.

5.2.4. Different video sequences

As a final set of results, Table 4 reports, for each source,

the performance obtained when N = 4 sources transmit dif-

ferent video sequences. The table considers the optimum

retry limit setting, the proposed algorithm, and the solu-

tion presented in [8]. The values are derived allowing that,

at each source, all the four ACs are active. Observe that, in

some cases, similar throughput values may appear in con-
junction with different drop probabilities. In particular, a di-

rect comparison between the proposed algorithm and that

presented in [8] for the fourth video sequence (News) shows

that the two throughput values are close, but the drop prob-

abilities are considerably different. The reason of this be-

havior may be explained, firstly, remembering that the drop

probability is referred to the frames, while the through-

put is referred to the packets usable for decodable frames,

and, secondly, recalling the characteristics of the two re-

transmission strategies. In this specific case, the two algo-

rithms allow the reception of a similar number of packets,

but the packets received adopting the proposed algorithm

enable the decoding of a number of frames that is larger

than that enabled by the packets received adopting the algo-

rithm in [8]. This is confirmed by the different PSNR values,

and further outlines the importance of adopting a sophisti-

cated estimation of the distortion, and, in turn, of the retry

limits.

One may notice from the table that also in this case the

developed algorithm provides values for the drop probabil-

ity, the PSNR, the maximum playback reception time, and

the throughput that are very close to those achievable using
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the optimum setting, simultaneously maintaining a very low

CPU time, which remains identical to that required by the

method conceived in [8]. The similarity of the performance

provided by the optimum setting and the proposed algorithm

in this heterogeneous (in terms of videos) scenario confirms

the limited impact of the simplifying hypothesis adopted in

Section 4.2, according to which each source selects its retry

limit assuming that the other sources select the same one.

This latter result, combined with the other validations re-

ported in this section, confirms that the adopted modeling

approach represents a suitable solution for reaching the pur-

poses considered at the beginning of this study: the develop-

ment of a retry limit adaptation strategy that, moving from

the initial objective of guaranteeing a low computation cost,

be able to satisfy distortion and delay requirements for video

transmission over 802.11e distributed networks.

6. Conclusions

A fast and simple retry limit adaptation method for video

streaming applications over 802.11e distributed networks in

the presence of distortion and delay requirements has been

presented. The method has been derived by carefully model-

ing the evolution of the network and by introducing proper

approximations, whose reliability has been validated by nu-

merical simulations, which have allowed to considerably re-

duce the computational cost of the conceived solution.

The results have shown that the presented algorithm is

able to accurately account for the impact of the higher pri-

ority VO AC on the video transmission, while simultaneously

maintaining the frame delay below the video expiration time.

The satisfactory performance has been reached maintaining

a really low processing time for the retry limit estimation

process. This latter advantage reveals that the developed al-

gorithm may be also of interest for possible implementations

on network devices characterized by very limited computa-

tional resources.
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