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Abstract—Mobile cloud computing is a combination of mobile 
computing and cloud computing, and provides cloud computing 
environment through various mobile devices. Recently, due to rapid 
expansion of smart phone market and wireless communication 
environment, mobile devices are considered as resource for large scale 
distributed processing. But mobile devices have several problems, such 
as unstable wireless connection, limitation of power capacity, low 
communication bandwidth and frequent location changes. As resource 
providers, mobile devices can join and leave the distributed computing 
environment unpredictably. This interrupts the undergoing operation, 
and the delay or failure of completing the operation may cause a system 
failure. Because of low reliability and no-guarantee of completing an 
operation, it is difficult to use a mobile device as a resource. That means 
that mobile devices are volatile. Therefore, we should consider volatility, 
one of dynamic characteristics of mobile devices, for stable resource 
provision. In this paper, we propose a monitoring technique based on 
the Markov Chain model, which analyzes and predicts resource states. 
With the proposed monitoring technique and state prediction, a cloud 
system will get more resistant to the fault problem caused by the 
volatility of mobile devices. The proposed technique diminishes the 
volatility of a mobile device through modeling the patterns of past states 
and making a prediction of future state of a mobile device 

Keywords-component; Monitoring, Monitoring Time 
Interval,  Mobile Cloud Computing,  Markov Chain, Pattern 

I.  INTRODUCTION 
Mobile cloud computing offers ‘pay-as-go’ cloud 

computing environment with various mobile devices that 
support mobility. Mobile devices refer all kinds of devices 
that have mobility, such as laptops, PDAs, tablet PCs, and 
smart phones. Previous mobile devices were notorious for 
restricted battery power and low CPU performance. 
However, the computing power of the latest mobile devices 
is getting as fast as that of desktop computers. The battery 
capacity is also growing, and the number of users who use 
mobile devices is rapidly increasing. Especially, more people 
use mobile devices regularly in campus or in office than ever. 
This trend leads researchers to try to utilize mobile devices in 
cloud computing.  

Researches on utilizing mobile devices in mobile cloud 
computing can be categorized into mobile devices-as-
interface and mobile devices-as-resource. Most of previous 
researches in mobile cloud computing have been focused on 

utilizing mobile devices as interface. The research on 
utilizing mobile devices as resources in mobile cloud 
environment gains attentions recently, because the 
population of smart phone or other mobile device users 
grows fast. In order to use mobile devices as resource, 
several problems must be solved, such as unstable wireless 
connection, limitation of power supply, low communication 
bandwidth and frequent location changes. Because a join or a 
leave of a mobile device is unpredictable, the undergoing 
process can be also interrupted unpredictably. This 
interruption causes the delay of operation completion, and 
could lead a system to a fault. Therefore, operations on 
mobile devices are not guaranteed for completion. This 
reduces the reliability of mobile devices and prevents mobile 
devices from being used as resource. Therefore, the dynamic 
characteristics of mobile devices must be considered and 
solved, in order to guarantee the stable usage of mobile 
devices as resources. In order to solve the above problems, 
previous researches focused on fault tolerance techniques. 

Resource scheduling and fault tolerance techniques 
calculate state information through monitoring resource 
information. But, if correct resource information is not 
provided timely, the incorrect information would cause an 
accuracy problem. Therefore, a monitoring scheme that can 
collect and analyze dynamic state information is required in 
order to ensure the stable participation of resources. 
Monitoring schemes need to be adaptive dynamically in real 
time in order to monitor correct state information and reflect 
characteristics of mobile resources. 

In this paper, we propose a monitoring technique based on 
Markov chain, which can analyze resource states more 
precisely in order to solve the fault problem that occurs by 
the volatility of mobile devices. The proposed technique can 
deal with the volatility of mobile devices by modeling the 
patterns of operations performed in the past and predicting 
the type of future operation states. The predicted information 
is used for fault tolerance, and it improves the reliability and 
performance of the system. 

The rest of the paper is organized as follows: Section 2 
presents the related work on monitoring services. Our mobile 
cloud system architecture and components which is used for 
the suggested monitoring scheme is described in Section 3. 
Section 4 proposes a monitoring technique based on Markov 
Chain model with Viterbi algorithm. In section 5, we present 
a monitoring time interval rates and the accuracy of 
predicted values. We draw a conclusion and discuss some 
future work in Section 6. 
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