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Abstract Whereas requirements engineering for trans- 

actional systems aims to discover the functionality of the 

system-to-be, data warehouse requirements engineering 

aims to discover the Information contents of the data-ware- 
house-to-be. Though notions of goals, Decisions, business 

processes, business events have been used to set the context 

for Information discovery, the move from these to obtain 

the relevant Information is largely ad hoc, unguided, and 

does not provide traceability of Information. We propose 
four elicitation techniques that are inferred from manager 

concerns during Decision making and that provide guidance 

and traceability. These form a suite such that each augments 

the set of already discovered Information. Consequently, the 

possibility of missing requirements is reduced, thereby mak- 
ing for more effective requirements engineering. 

 
Keywords    Information · Decision · Decision– 

Information · CSFI · ENDSI · MEANSI · Outcome 

feedback 
 

 
1  Introduction 

 
In recent years much attention has been paid to the issue of 

data warehouse requirements engineering, DWRE. There is 

a fundamental difference between traditional requirements 
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engineering, RE, for transactional systems and that for data 

warehousing. The former is oriented toward discovering the 

functionality of the system-to-be. The discovered functional- 

ity is then implemented or operationalized in the system to 
be built. In contrast, the problem of DWRE is to determine 

the Information contents of the data-warehouse-to-be. This 

Information is to be structured into multi-dimensional form. 

Thus, DWRE aims at the determination of facts and dimen- 

sions comprising the data warehouse. 
Much interest in RE for transactional systems is on goal- 

oriented [1, 2] and scenario-oriented techniques [3, 4]. These 

were coupled together to yield the goal–scenario coupling 

technique [5, 6]. Goal orientation uses Means–Ends analysis 

to reduce goals, and the goal hierarchy identifies the goals 
that are to be operationalized in the system. Notice the near 

absence of the data/Information aspect in goal orientation. 

Scenario orientation reveals functionality and its variations 

by identifying typical interaction between the system and the 

user. Even though example data are shown to flow across the 
system–user interface, focus is not on the data aspect; data 

and their modeling are largely ignored in scenario-oriented 

RE. Goal–scenario coupling allows development of a sce- 

nario for a goal of the goal hierarchy. Consequently, vari- 

ations of goals are discovered in its scenario. Due to this 
variation, any new functionality indicated by the scenario 

is introduced in the goal hierarchy. Thus, a mutually coop- 

erating system is developed to better discover system goals. 

Again, notice that data are largely ignored. 

A number of proposals for goal-oriented DWRE are 
available, and all of these link goals with data, that is, all 

are aimed at obtaining the multi-dimensional structure of 

data warehouses from goals [7–13]. Other than goal-ori- 

ented approaches, DWRE can also be based on Key Perfor- 

mance Indicators, KPIs. The idea [14, 15] is to determine 
the Information required to estimate these indictors. Notions 
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of business processes/events form the basis of the BEAM* 

approach [16], and the elicited Information pertains to these 

concepts. 
Our analysis of DWRE approaches, presented in the next 

section, shows that even though these approaches attempt to 

elicit Information, the method of elicitation remains largely 

ad hoc and undefined. In other words, there is no articulation 

of the methods, tools, and techniques that can be deployed 

in discovering relevant Information. 
Whereas in goal-oriented transactional requirements 

engineering techniques, the stakeholder is at least asked to 

concentrate on goal achievement; in Information elicitation 

such a focal point is missing, and Information elicitation is 

overly dependent on stakeholder experience. Our attempt 
here is to provide support in the Information elicitation task 

by defining focal points. Notice that we are looking for more 

than one focal point. This is to better cover the range of Fac- 

tors that contribute to Information elicitation. Further, we 

assume that our focal points should have high buy-in for the 
stakeholder. Therefore, we begin by identifying high-stake 

issues in an organization, treat each issue as a focal point, 

and then develop a stepwise approach to elicit Information 

for each focal point. 

The layout  of the paper is as follows. In the next sec- 
tion, we analyze DWRE approaches to show that Informa- 

tion elicitation is ad hoc. Thereafter, in Sect. 3, we identify 

some important managerial concerns. Our elicitation tech- 

niques address these concerns, and therefore, there shall be 

high manager buy-in in the elicitation process. Further, these 
concerns yield a suite of techniques that can be deployed to 

minimize the chances of missing requirements. Section 4 

contains a discussion of our Decision requirement model. 

This model forms the technological basis for the elicitation 

techniques as presented in Sect. 5. In Sect. 6, the concepts 
that form the basis of our elicitation techniques are compared 

with similar concepts found in MIS. Section 7 discusses the 

lessons learned from an application of our methods in the 

hospital domain. Finally, Sect. 8 is the concluding section. 
 

 
2 Analysis of DWRE methods 

 
Boehnlein and Ulbricht [7, 8] rely on the semantic object 

model (SOM) framework. After building  a  goal  model  for 

the business at hand, the business processes that are per- 

formed to meet the goals are modeled. The business appli- 
cation systems resulting from these are then used to yield a 

schema in accordance with the Structured Entity Relation- 

ship Model, SERM. Business objects get represented as enti- 

ties of SERM, and dependencies between entities are derived 

from the task structure. Thereafter, a special fourth stage is 
added to SOM in which only those attributes that are rel- 

evant to Information analysis required for Decision making 

are identified. The authors then convert the SERM schema 

to facts and dimensions; facts are determined by asking the 

question how can goals be evaluated by metrics. Dimensions 
are identified from dependencies of the SERM schema. 

Bonifati [9] carries out goal reduction by using the 

Goal–Quality–Metric approach. Once goal reduction is 

done, abstraction sheets are built. These sheets contain 

Information, among other Information, about the quality 

focus of the goal and variation Factors. The former delivers 
measures for quality of goals that become facts, whereas the 

latter yield dimensions. Quality is considered as Factors that 

are of relevance to the goal. There is no guidance on what 

constitutes quality, but some examples are provided. These 

are cost, performance, resources required, etc. 
In [11], Decisions are associated with goals and  for 

each Decision, relevant Information is obtained by writing 

Informational scenarios that are sequences of Information 

requests expressed in an SQL-like language. An Information 

scenario is thus a typical system–stakeholder interaction to 
identify Information required for a Decision. The Informa- 

tion obtained is then converted into an ER diagram for con- 

version into fact–dimension schema using Golfarelli’s algo- 

rithm. Typical Information retrieval requests use the rather 

fuzzy notion of “relevant Information.” What constitutes 
“relevance” is not spelled out. 

Yet another approach is to modify the i* model, to yield 

[12] the “i* for DW Profile.” Goals are at three abstrac- 

tion levels, strategic goals, Decision goals, and Information 

goals. Strategic goals refer to the main goals of the business, 
for example analyze sales; Decision goals, for example open 

new store, are for achieving strategic goals; and finally Infor- 

mation goals, for example analyze purchases, specify the 

nature of the analysis to be made. Further, notions of busi- 

ness process, measure, and context are introduced. Measures 
and contexts are then transformed into facts and dimensions. 

In GRAnD [13], the early phase of Tropos has been 

extended to the requirements engineering of data ware- 

houses. Actor and Rationale diagrams are developed as in 

Tropos. The goals in the latter are associated with facts. 
Facts are the recordings that have to be made when the 

goal is achieved. Additional attributes relevant to goals are 

discovered and attached to goals. These attributes are the 

data associated with goals. The next stage is of Decision 

modeling. Here, the rationale diagram is viewed from the 
point of view of Decision makers. Decision maker goals 

for analyzing are set up and associated with facts. Facts are 

objects of analysis and correspond to business events in the 

organization. Often, facts are obtained from the first phase. 

Thereafter, dimensions are associated with facts by examin- 
ing leaf goals. 

The approach of Information goals [12] considered 

above was extended for better alignment of the data ware- 

house  with  the  business.  This  was  done  [17]  by  front 
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ending it with vision, mission, objective, strategy, tactic 
(VMOST) analysis of the business. Once this is done, the 

approach of Information goals is then followed. 

Though there is heavy momentum behind the goal- 

oriented approach [18], there are other techniques that 

have also been proposed. One of these is business indica- 
tor based. We are aware of two proposals here. The first 

proposal [14, 19] models business indicators as functions 

and identifies the needed parameters and return type. That 

is, input and output Information needed to compute a busi- 

ness indicator is determined. However, this is only a part 
of their total proposal. The remaining part, that of deter- 

mining Decision alternatives, has not  been reported yet. 

Therefore, at this stage they do not tell us how Information 

relevant to these Decisions is obtained. Nasiri et al [15] 

propose to link Key Performance Indicators, KPIs,  with 
goal orientation. A KPI is used as a way to indicate goal 

achievement. Thereafter, techniques as in goal orienta- 

tion or obtaining facts and dimensions for measuring goal 

achievement (as brought out above) are used. 

The BEAM* approach [16] gives prominence to busi- 
ness events that comprise a business process. Each busi- 

ness event is represented as a table, and the RE problem 

now is to identify the table attributes. This is  done  by 

using the 7W framework that provides for asking questions 

of seven types, namely (1) Who is involved in the event? 
(2) What did they do? To what is done? (3) When did it 

happen? (4) Where did it take place? (5) Why did it hap- 

pen? (6) HoW did it happen—in what manner? (7) HoW 

many or much was recorded—how can  it  be  measured? 

Out of these, the first six supply dimensions, whereas the 
last one supplies facts. 

From the foregoing, we see that there is a clear attempt to 

obtain the organizational context in which facts and dimen- 

sions carry meaning. This context is explored through a vari- 

ety of concepts like goals, Decisions, business processes, 
business events, and KPIs. Once this is done, attention turns 

to obtaining data warehouse Information. The techniques for 

this second part are summarized in the table below. 

The chief difficulty with Boehnlein and Ulbricht is the 
absence of any model or guideline to discover the attrib- 

utes relevant to the analysis of interest. Indeed, the authors 

do not tell us how stakeholders articulate the analysis to 

be performed. In the absence of this, attribute identifica- 

tion becomes an unfocused activity. Further, as the authors 
themselves state, the approach is for obtaining “nominal” 

Information for the company as a whole. Therefore, indi- 

vidual stakeholder’s Information needs are de-emphasized. 

Bonifati relies on quality focus and variation Factors. 

Merely asking “how quality focus can be detailed” and 
“what Factors can influence quality focus” is, we believe, 

not enough. We need some structure, some models, around 

which the investigation could be made. This is necessary 

to provide guidance and direction in the task. 

The structure of queries in Information scenarios of 
Prakash and Gosain is SQL-like, but there is no guidance 

on what Information to ask for and what Factors to con- 

sider. Thus, the approach relies heavily on the experience 

of the scenario writer. 

Obtaining measures and contexts for Information goals 
as in Mazón et al. relies on determining what is relevant 

to the analysis to be performed. This is again an ad hoc 

activity and relies completely on the experience of the 

stakeholder. Similarly,  we  have  no  guidance  in  Georgini 

et al. on how to analyze leaf goals and what aspects to 
consider in arriving at dimensions. 

Finally, the 7W  framework  used  in  Corr  and  Stagnitto 

is, we believe, rather simplistic. Compared to this, the 

other techniques discussed here at least provide some 

structure (quality, measure, context, etc.), for obtaining 
Information  needs. 

We surmise that there is a need to develop Information 

elicitation techniques that can be systematically deployed 

to elicit Information needs. As already mentioned in Intro- 

duction, the developed techniques should take into account 
manager concerns so as to obtain their buy-in. Further, 

since each technique addresses a different concern, the set 

of techniques developed form a collection that reduces the 

   risk of missing Information requirements. 
Approach Obtaining multi-dimensional model 

 
Boehnlein and Ulbricht    Business objects and attributes relevant to 

analysis 
Edges of SERM schema 

Bonifati Quality focus 
Variation Factors 

Prakash and Gosain Information  scenarios 

Mazón et al. Measure 
Context 

Georgini et al. Goal achievement measures 
Dimensions from leaves of goal hierarchy 

Nasiri et al. Follows Mazón et al. 

Corr and Stagnitto 7W framework 

We emphasize that our work addresses the Information 
elicitation part, of DWRE. In other words, our technique 
comes into play once the first part has yielded the Deci- 

sions of interest. Therefore, the technique is neutral to the 

manner in which these Decisions are arrived at: whether 

through [10, 11, 20] or any other. Further, our proposals 

are also neutral to the origin of these Decisions. They may 
originate from Decision making for operational, policy 

enforcement [21], or policy formulation systems [22]. 
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3 Manager Factors 

 
We identify the important Factors by considering the role of 

Decision making in an organization. Interest of a Decision 

maker is in determining the gap between the current situa- 

tion of an organization and the expected situation. The for- 

mer is obtained by keeping a trace of organizational activi- 

ties, and this trace is obtained from On Line Transaction 
Processing, OLTP, systems that keep track of the transac- 

tions performed. 

The expected  situation,  on  the  other  hand,  lies in  the 

intentions of managers: What does a manager want to 

achieve. First and foremost, a manager must be able to meet 
the goals set for him. Further, this must be done efficiently 

and effectively. Having taken a Decision that contributes to 

these broad objectives, the manager should be able to assess 

the impact of the Decisions, and this assessment may form 

the basis of subsequent Decision making. We propose four 
Factors, one each for these four issues. This is summarized 

in Table 1. 

We consider each row of Table 1 in turn. 

 
3.1 Critical success Factors 

 
Bullen and Rockart [23] consider a critical success Factor 

(CSF) as a key area of work in which success is essential 
for a manager to meet his goals. A manager should have 

full Information to determine whether work is proceeding 

well in the area. It has been pointed out that most managers 

have only a few critical success Factors; typically 4–8 [23, 

24] lays down an interviewing technique for eliciting CSFs. 
Our interest is not in defining the CSFs of a manager. 

The technique of [23] allows CSF definition to be carried 

out. Instead, given already defined CSFs, we are interested 

in obtaining Information for estimating CSF satisfaction 

and therefore in defining an elicitation technique for this 
Information. 

Our use of CSF for Information elicitation has the fol- 

lowing benefits: 

 
• It is relevant to manager concerns. Therefore, there is 

likely to be strong engagement of the manager with the 

requirements engineer. 
 

 
 
 

Table 1  Managerial issues and associated Factors 
 

Driving force                                                              Relevant Factor 
 

Success                                                                         Critical success Factors 

Effective                                                                      Ends achievement 

Efficient                                                                        Means efficiency 

Changing environment                                           Outcome feedback 

• The DWRE task would be manageable because there is 
a limited number of CSFs per manager. 

 

 
 

3.2 Ends achievement 

 
Ends achievement can be considered in two different ways, 

depending upon the way one conceptualizes the notion of 
Ends. These are as follows: 

 
1. An End is a statement about what is to be achieved, 

a goal. In this view, one can do Ends analysis by ask- 

ing which Ends contribute to the achievement of which 

other Ends. When this is applied recursively, we obtain 
an Ends hierarchy. One technique used is Means–Ends 

analysis. In this, the problem solver begins by envision- 

ing the End, or ultimate goal, and then determines the 

best strategy for attaining the goal in his current situa- 

tion. A Means–Ends hierarchy is built in which nodes 

at a certain level are goals and those at the next lower 
level are Means of achieving it. Means–Ends analysis 

is recursively applied till the leaves of the hierarchy are 

reached. 

Notice that an End is different from a CSF in that the 

latter is a work area where success is critical, whereas 
as End is that which is to be achieved. 

2. The second view of  Ends  achievement  views  an  End 

as the result achieved by performing a task or as the 

intended result of a Decision. When compared with 

view (1) above, one does not ask which End achieves a 
given End. Instead, one asks what Information is needed 

to ensure the effectiveness of the End. In other words, 

Ends analysis here is the identification of Information 

needed to evaluate the effectiveness of the End. We refer 
to it as ENDSI elicitation. 

Again, there is a difference between the notion of a CSF 

and this view of Ends. Whereas a CSF is about success 

in a critical work area, an End is the expected result of 

a Decision. A CSF is a more “macro” issue, whereas an 

End is relatively more focused and is at a “micro-level.” 

 
Since our interest is in determining Information, we adopt 

the second view. In our context, “Ends” refers to the result 

achieved by a Decision. The Decision maker/requirements 

engineer interaction is centered round determining the 

Information for the effectiveness of the  result.  Therefore, 

the manager considers only those Decisions that contrib- 
ute positively to Ends effectiveness. Again, we see that this 

ensures that the Ends Effectiveness technique is close to the 

manager’s view of a business and that it directly relates to 

Decisions  for  promoting  Ends  effectiveness. 
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3.3 Means efficiency 

 
Broadly speaking, a Means is a way of achieving the Ends. 

When considering Ends achievement in Sect. 3.2, we have 

mentioned the use of Means–Ends analysis. When applying 

this, a lower level in the hierarchy is the Means of achieving 
the immediately higher level. Both levels describe the same 

system, but in different terms. 

There is yet another way of looking at Means. This view 

treats a Means as a first-class concept of the business world. 

A Means is of direct interest in the business world, just as an 
End is or a CSF is. It is the instrument, the process, activity, 

or task deployed to achieve an End. The interesting question 

for a manager is the efficiency of the deployed Means. Thus, 

Means Efficiency deals with identification of Information for 

evaluating the efficiency of the Means. We refer to obtaining 
this Information  about  Means as  MEANSI elicitation. 

Again, notice the Means Efficiency technique is close to 

the manager’s view of the business and that it directly relates 

to Decisions for Means selection. 

 
3.4 Feedback analysis 

 
Studies in the area of dynamic Decision making have brought 

out the important role that feedback plays in the Decision- 

making task. Sterman [25] noted that the effect of a Decision 

is a change in the environment. The environmental changes 
alter the conditions of choice and eventually feed back into 

the Decision. A feedback cycle is thus formed. The example 

given in Sterman is that of a Decision to increase produc- 

tion. This changes the price, profits, and demand of goods; 

the labor and materials market may be affected; customers 
may also react. All these affect future production Decisions. 

We interpret this feedback loop in terms of Information. 

Information about each element in the feedback loop is to 

be made available to the manager to take future production 

Decisions. Thus, for example, changes in price, profits and 
so on, are to be kept track of. 

3.5 Summary 

 
We believe that there are at least four major driving forces 

of a manager, namely (i) the manager must be seen as “suc- 

cessful,” (ii) the results delivered must be “effective” and 

beneficial to the organization (iii) the manager should be 
seen to be efficient, and (iv) the manager should cater to the 

changing environment of the business. 
As we see it, a manager shall be motivated to take those 

Decisions that result in maximization of the achievement 

parameters. Therefore, the data warehouse should keep 

Information to estimate the achievement parameters for 

every manager. This belief forms the basis of our elicitation 

techniques. 
 

 
4 The Decision requirement model 

 
We base our Information elicitation technique on the Deci- 

sion Requirement model. This model captures our view of 

the structure of a Decision and of Information as well as the 

relationship between these two. In this model, the Informa- 

tion that is relevant to a Decision is modeled as a Decision 
requirement. Thus, as shown in Fig. 1, a ecision requirement, 

textually written as 〈Decision, Information〉, is an aggrega- 

tion of Decision and Information. This relationship is N:M 

since a Decision may have more than one piece of Informa- 

tion associated with it and a given piece of Information may 

be relevant to more than one Decision, D. 

 
4.1 The notion of a Decision 

 
The basic property of a Decision is that it is a member of a 

choice set. We model this in Fig. 1 by defining a relation- 
ship, is member of, between choice set and Decision. A 

Decision can be a member in more than one choice set, and 

a choice set can contain more than one Decision. There- 
fore, is member of is an N:M relationship as shown. A 

 

 

Fig. 1  Basic Decision require- 
ment meta-model 
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choice set is associated with a situation by the relationship, 
relevant to. A situation is found in the organization and 

may be a trace of what the organization has been doing, 
or it may indicate what is happening in the organization. 

As an example of a situation, consider a health service 
that has a rush of patients. This situation says that a large 

number of patients were admitted and a similar number 

were turned away. To handle this situation, we associate a 
choice set with rush of patients. This choice set, Reduce 

patient rush = {register patients online, increase medical 

staff}. The first reduces the physical rush of patients on 

site, whereas the second enables the handling of a larger 
number of patients. Figure 1 shows that a choice set may 

4.2 Information 

 
The right hand side of Fig. 1 shows that Information is 
required to take a Decision. Our Information model is shown 
in Fig. 2, and we consider this model here. Let there be a 
set of Decisions D = {D1, D2…, Dn}. Each Di, 1 ≤ i ≤ n, 

has its own choice set and participates in its own Decision 
requirements. Due to this participation, we can associate, 
with the corresponding Decisions D, sets of Information I1, 

I2…, In. Then, the set of relevant Information to D, repre- 

sented as Information in Fig. 2, is defined as the union of 
these Information sets:  

be  relevant  to  more  than  one  situation.  Evidently,  our  

choice set is also relevant to the situation, Improve medi- 

cal  service. 
The choice set, Reduce patient rush consists of two Deci- 

sions. This illustrates the 1:N relationship between a choice 
set and its member Decisions. Notice that increase medical 
staff, a member of  our choice set,  may itself be  found as 
a member in another choice set that handles the situation, 
Improve medical service. Thus, we have a 1:M relationship 
between a Decision and more than one choice set. Taken 
together, we have the M:N relationship member of between 
choice set and Decision as shown in Fig. 1. 

We define two constraints on a choice set, namely coher- 
ence and cardinality constraints. Coherence says that all 
elements of a choice set must achieve the same purpose. 
For example, consider the choice set, CSET = {Increase 
bed count, Optimize bed use, Increase units} for our health 
service that wants to handle its rush of patients. All ele- 
ments of this set have the same intention “handle rush of 
patients.” Such a choice set is coherent. As an example of 
an incoherent choice set, consider CSET1 = {Increase bed 
count, Optimize bed use, Open research unit}. The element, 
Open research unit, does not help in achieving the intention. 
Therefore, CSET1 is not coherent. 

Cardinality of the choice set says that the number of ele- 
ments in a choice set must be equal to or greater than two. 
Clearly, the choice set is undefined if its cardinality is zero. 
If this cardinality is unity, then there is exactly one way of 
achieving the ecision and there is no decisional problem. 
Since, we are concerned with providing Decision support 
in the data warehouse context, the cardinality of the choice 
set should be greater than unity. It is only in this case that 
the Decision maker needs to analyze the existing situation, 
refer to relevant Information, and use judgment to select the 
most appropriate element. 

Figure 1 establishes a relationship between the situation 
and Information. This M:N relationship says that a situation 
is expressed as one or more pieces of Information and that 
a piece of Information may form part of more than one situ- 
ation. We now consider the notion of Information in detail. 

 

We shall refer to I as an instance, member or element of 

Information  interchangeably. 

Now three kinds of Information are relevant to data ware- 

housing [26, 27], detailed Information which is at the lowest 

level of granularity, summarized or aggregated Information, 

that is obtained from other detailed/aggregated Information, 
and historical Information that may be the history of detailed 

Information or of aggregated Information. This Information 

has its own dimensions. 

Figure 2 introduces the corresponding typology of Infor- 

mation. Detailed Information is at the lowest level of granu- 
larity. It is raw unprocessed Information that has not been 

obtained, for example, through a computation procedure. 

Aggregate Information is obtained by computing from 

other Information that may itself be detailed, aggregate, 

or historical. This is shown in Fig. 2, by the specialization 
of Information into Detailed and Aggregate as well as by 

the “Computed from” relationship between Aggregate and 
Information. Historical Information shown in Fig. 2 has two 

properties, period and temporal unit. The former tells us the 

duration of the history, whereas the temporal unit tells us the 

time unit, month, year, etc., of the duration. 
Figure 2 introduces the notion of composition of Infor- 

mation. A composition is a logically related association of 

Information that carries meaning. There are two kinds of 

compositions, namely reports and comparisons. A report is 

a collection  of  detailed,  aggregate,  historical  Information 
as well as of comparisons. A comparison is a special kind 

of collection that, for example, (a) contains rankings (top 

ten, bottom ten) or (b) brings out the similarities/differences 

between pieces of Information. 

Information can have many attributes, and an attribute 
can be a property of more than one instance of Information. 

This is the N:M relationship between attribute and Informa- 

tion of Fig. 2. 

The Information model introduces the notion of dimen- 
sion  by  defining  a  relationship,  Categorized  by.  This 
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Fig. 2  The Information meta- 
model 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

relationship says that Information can be categorized by 

other Information. Thus, we get sales by season, where sales 

and season belong to Information. As shown, this relation- 
ship is N:M. 

 

 
5 Eliciting Decision requirements 

 
In eliciting the required Information, we propose an elicita- 

tion technique for each Factor. Thus, we get four elicita- 

tion mechanisms, CSFI, ENDSI, MEANSI, and Outcome 
feedback. 

As already mentioned, our Information elicitation 

approach is neutral to where Decisions come from. Thus, in 

eliciting Decision requirements, we assume a given set of 
Decisions,  D = {D1,  D2,  …, Dn}. 

We define the problem of eliciting Decision requirements 
as “for all Decisions Di, where 1 ≤ i ≤ n, elicit the set of 

Information relevant to Di.” The Information for the entire 

set D must be available in the data-warehouse-to-be. 
Since a manager takes those Decisions that maximize 

achievement parameters, the manager has knowledge of 

which Decision affects which achievement parameter. Thus, 

our elicitation technique obtains the relevant achievement 

parameter from the manager for Di, and, thereafter, goes 
on to elicit the required Information for estimating it. The 

Information to be elicited is according to the model of Fig. 2. 

In the rest of this section, we show our elicitation process 

and tool. In this paper, we provide only a flavor of the elicita- 

tion process and refer the reader to the detailed description 
of the tool that can be found in [28]. 

 

 
 

5.1 CSFI elicitation 

 
The CSFI elicitation technique obtains Information required 

to assess progress in critical work areas. The essential ques- 

tion here is to identify the Variables that must be monitored 
to ensure that these Factors remain in control. This control 

is carried out by appropriate Decision making. 

Table 2 shows the essence of the CSFI technique. In the 

first two columns, the Decision and the associated CSF are 

tabulated. (Recall that we assume that the technique of [23] 
has been applied to obtain the CSF.) The third column con- 

tains the Variables that go into assessing the CSF. Finally, the 

last column contains Information relevant to the Variables. 

The example presented in Table 2 is for the Decision of 

adding a new pharmacy in the health service. The CSF asso- 
ciated with it is medicine delivery since it is a critical work 

area in the service. One Variable that helps in assessing the 

CSF is the waiting time of patients at the pharmacy. The 

Information needed for this Variable is the average waiting 

time categorized by patient type, and a weekly record of this 
Information needs to be kept for a 10-week duration. 
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Decision CSF CSF Variable Information 

Add new pharmacy Medicine delivery Waiting time of patient Aggregate: average waiting time 

   Category: patient type 

   History: 
Time unit: week 
Duration 10 weeks 

 

 

Table 2 Obtaining Information 
from CSFI 

 

 
 
 
 
 
 
 

Note that, in general, there may be more than one Vari- 

able for a given CSF. However, we have exemplified our 

technique in Table 2 with one Variable. 
Thus, CSFI elicitation is a three step process consisting 

of (a) CSF association with a Decision, (b) determination 

of CSF Variables, and (c) determination of Information in 

accordance with the model of Fig. 2. The tool interface for 

CSFI elicitation is shown in Fig. 3. 
The top of the screen shows that Information for the 

Decision Add new pharmacy is being elicited. The left 

hand side of the screen allows the requirements engineer to 

either select an existing CSF from a displayed list of CSFs 

or enter a new CSF. The figure shows that the CSF, Medi- 
cine delivery, has been selected. The rest of the screen 

shows the Variable, waiting time for patients, and the cor- 

responding Information as given in Table 2. 

5.2 ENDSI elicitation 

 
Recall that “Ends” refers to the result achieved by a Deci- 
sion. ENDSI elicitation is the identification of  Informa- 

tion needed to evaluate the effectiveness of the End to be 

achieved. The requirements engineering task is that of deter- 

mining the Variables and Information of interest in estimat- 

ing  this  effectiveness. 
Table 3 shows the four aspects of ENDSI elicitation. In 

the first two columns, the End and the Decision with which 

it is associated are tabulated. The third column contains the 

Variables that go into assessing the effectiveness of the End. 

Finally, the last column contains Information relevant to the 
Variables. 

We continue in Table 3 with the example for the Decision 

of adding a new pharmacy. The End associated with it is Full 

Utilization. An effectiveness Variable that helps in assess- 

ing the effectiveness of the End is the service provided. The 
 
 

Fig. 3  The CSFI interface 
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Decision 
   

End End effectiveness Variable Information 

Add new pharmacy Profitability Service provided Aggregate: total sales 
Category: medicine-wise 

   Aggregate: number of transactions 
Category: shift-wise 

 

Decision Feedback Variable Information 

Add new pharmacy Increase in patients Aggregate: number of patients 
Category: speciality-wise 
History: 

Time unit: month 
Duration: 12 months 

 Additional medical staff Aggregate: additional doctors 
Category: speciality-wise 

 

 

Information needed for this Variable is the total sales med- 
icine-wise. The second row shows additional Information, 

the number of transactions during each shift. 

As for CSFI, there can be more than one effectiveness 

Variable per End and there can be many Ends for a Decision. 

Since we have already shown the flavor of the user inter- 
face for the CSF, we do not repeat it here. 

 

 
 

5.3 MEANSI elicitation 

 
Recall that Means Information elicitation is the identifica- 

tion of Information needed to evaluate the efficiency of the 
Means adopted to produce the Ends. Thus, the requirements 

engineer/stakeholder interaction is now centered round elic- 

iting Variables that provide Information on the efficiency of 

the Means adopted for each Decision. 

We can again understand MEANSI elicitation through 
the four-column Table 4. As before, the first two columns 

associate the Means with a Decision. Thereafter, the effi- 

ciency of the Means is captured in a Variable, and finally, 

the Information is obtained. 

The example in Table 4 is for the same Decision, Add New 
Pharmacy. The Means is to start completely afresh and not 

reuse an existing building. The efficiency Variables are the 

resources, civil, electrical, fixtures and furniture, etc., that 

shall be used. The Information needed is the cost for each 

resource. The second row of the table shows that efficiency 

can be estimated as the time to set up the new pharmacy, and 
the total start-up time is the Information to be maintained. 

As before, we do not show the user interface. 

 
5.4 Feedback Information elicitation 

 
Interest in feedback Information, FI, elicitation is in deter- 

mining each element that shall be impacted by a Decision 

and the Information that should be maintained to study 
this impact. There are three aspects of interest as shown in 

Table 5, the Decision–feedback element association and the 

Information to be kept. 

Consider, again, the Decision Add new pharmacy. This 

changes the perception about our health service, resulting in 
an increase in the registered patients of the health service, 

which may lead to requirement of additional medical staff 

that in turn affects the pharmacies of the service. Thus, we 

find a feedback cycle that starts off from the outcome of the 

Decision, goes through the organization, and returns back 
to the outcome. 

Table 5 shows the feedback Variables and the Information 

required to study the impact. 

 
5.5 The global elicitation process 

 
Each of the techniques described above has its own elicita- 

tion process consisting of two or three steps as described. 

That is, the micro-level guided process is as explained above. 
 

 
 

Table 3  Information obtained 
from ENDSI elicitation 

 
 
 
 
 
 

 
Table 4  Obtaining Information 

 
Decision Means Means efficiency Variable Information 

from MEANSI elicitation    

Add new pharmacy Establish afresh Resources used Estimated cost 
Category:  resource-wise 

Time Setting up time 
 
 
 

Table 5  Means Information 
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However, as mentioned in Introduction, we believe that the 

use of multiple elicitation techniques, corresponding to the 

Factors of interest, shall be beneficial. 
Our multifactor  elicitation  process  expects  that  one  or 

more, possibly all, of the four techniques shall be applied to 

every Decision in the input set of Decisions. In other words, 

the input to the elicitation process is the set of Decisions 

and, for each Decision belonging to this set, the require- 

ments engineer determines the relevance of each Factor to 
the Decision. Thereafter, the corresponding elicitation tech- 

nique is applied and the process is repeated for all Decisions 

in the input set. 

There are two aspects to this process that are interesting. 

First, the stakeholder is guided to examine the relevance of 
all the Factors and perform complete requirements analysis. 

Second, if desired, the stakeholder can choose the Factors 

considered important and leave out the irrelevant ones. 

 
5.6 The repository 

 
The repository supporting the elicitation tool is  in three 

parts, a Decision part, a Factor and Variable part, and the 

Information part. These three parts are related to one another 

(see Fig. 4). 
The Decision base contains the  Decisions;  Factors  and 

the Variables are available in the Factor and Variable base; 

the Information base contains all relevant Information for 

the Variable, namely  aggregate,  category,  etc.,  as  required 

by the Information model. The relationships between the 
three bases are as shown. A Decision affects one or more 

Factors/Variables, and a Factor/Variable may be affected by 

more than one Decision. Thus, there is  an  M:N  relation- 

ship between these. Similarly, there is an M:N relationship 

between  Decision  and  Information.  Finally,  Information  is 

used to assess Factors/Variables. Again, there is an M:N 

relationship between these. 

We can provide traceability of Information in three ways. 
Information can be traced 

 
(a) Directly to Decision 

(b) Directly  to  Factor/Variable 

(c) Transitively to Decision via Factor/Variable 
 
 

5.7 Information structuring 

 
Having obtained the required Information, we are now left 

with the task of converting it into a multi-dimensional form. 

The authors of [21] distinguish the elicited form from the 
multi-dimensional, by referring to the former as “early” 

Information. 

The approach to convert early Information to structured 

form has been elaborated in [21]. The basic idea is to rep- 

resent early Information into ER form and then use exist- 
ing semiautomated techniques like those of Golfarelli [29], 

Moody and Kortink [30], and Hüsemann et al. [31] to obtain 

the star schema. An illustration of the use of the technique 

is given in [21]. 
 
 
 

6 Comparison 

 
The four techniques used for requirements engineering here 

have their origins in the area of MIS. There were two con- 

cerns in MIS, Information systems planning and Information 

requirements analysis. Since our concern here is only with 

the latter, we look at the MIS experience with requirements 
analysis and relate it to our proposals. 

 

 
Fig. 4   The structure of the 
repository 
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An MIS was oriented toward producing fixed reports at 
prescheduled times from the transactional data that were 

available. Reports could be for stakeholders who were 

individuals, departments, and entire organizations. Thus, 

requirements analysis in MIS was for obtaining the Infor- 

mation needed by each stakeholder so that relevant fixed 
reports could be prepared. 

Boynton and Zmud [32] found that CSF analysis works 

well for higher-level managers, but not for others. This 

latter category is more concerned with day-to-day events 

within their area of responsibility rather than with a 
conceptual orientation of their environment and that of 

the organization. These authors opine that a successful 

requirements analysis effort would need supplementing 

CSF  with  other  “more  concrete”  techniques. 

Wetherbe and Davis [24] used multiple analysis tech- 
niques, namely BSP of IBM,  CSF  analysis,  Ends  analy- 

sis, and Means analysis.  They  found  that  BSP  was  use- 

ful in  MIS  planning,  whereas  the others  were  applicable 

to requirements analysis. Using multiple techniques was 

beneficial to (a) cater to manager preferences, (b) deter- 
mine requirements in addition to those determined by any 

one method, and (c) address different cognitive levels of 

managers. 

In determining Information requirements, MIS did 

not make explicit the role of the Decision-making task 
entrusted to the manager. This was implicit: Perhaps 

stakeholders would not only take into account the Factors 

that they were responsible for but would also consider the 

Decision-making task entrusted to them. The relationship 

between this job and the Factors was not explored. 
In contrast, we have treated a Decision as a first- 

class concept of Decisional requirements engineering. 

It is explicitly linked to the Factors that it affects, either 

positively or negatively. Therefore, in making the Deci- 

sion–Factor relationship explicit, we get 

 
• Guidance in the task of eliciting Information require- 

ments: For each Decision, all the techniques are used 

and the two- /three-step process outlined earlier is fol- 

lowed. 
• The association between a Decision and the  Informa- 

tion relevant to it, as well as the Information–Factor 
association. 

• Traceability of Information back from  Information  to 

the Factor(s) that produced it and on to the Decision 

for which it is relevant. 

 
Notice that the observations made in the area of MIS 

continue to apply. Thus, by extending a range of tech- 
niques to DWRE, we get all the advantages that Wetherbe 

and Davis  [24]  obtained. 

7 Experience 

 
We have applied our multi-analysis approach to a traditional 
medical system offering treatments in Ayurvedic medicine, 

Yoga, Unani and Naturopathy, AYUSH. In this system, we, 

along with a domain expert, elicited Information from three 

different Decision-making environments, operational Deci- 

sion making reported in [33], Decision making for policy 
enforcement rules [21], and Decision making for policy 

formulation [22]. In all these environments, Decisions were 

first determined from the business context and the proposed 

elicitation techniques were applied to yield the required 

Information for these. 
The main idea was to study whether 

 
(a) Our elicitation techniques were applied equally well to 

each Decision-making environment or whether there 

were variations, 
(b) New Information was obtained by using multiple elici- 

tation techniques or not, and 

(c) The same Decision present in the three different envi- 

ronments requires different Information or it does 

require the same Information. 

 
Our observations are as follows. 

 

 
 

7.1 Applicability of Information elicitation techniques 

 
7.1.1 Applicability of Information elicitation techniques 

at policy formulation layer 

 
Policy formulation is done at very high levels in the organi- 

zation. There is little concern here with operational-level 

Decision making. First, consider the place of CSFI. Policy 

formulation is done by senior-most positions in manage- 

ment. The critical success Factors of such managers are stra- 
tegic in nature and are closely affected by the policies that 

the organization adopts. Therefore, we found CSFI analysis 

to be a good source of Information for these positions. 

Consider a policy Decision that “Degree of doctor, in 

every AYUSH hospital, must be MD in respective field.” 
Decision to be taken is whether to {select, modify, delete} 
the components of this policy. CSFI analysis for “select 

degree of doctor must be MD” is given in Table 6. For rea- 

sons of space, we show only one piece of Information. 

We would expect high concern with attainment of Ends. 
Indeed, we found that ENDSI analysis yielded Information 

for every policy Decision. For our example, ENDSI analysis 

has been shown below. One of the Ends of deciding to have 

doctors with MD degree is that the hospital will have staff 

in specialized fields. The effectiveness of this End is Ser- 
vice provided, and required Information is elicited. Again, 
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we show only one piece of aggregate Information here in 

Table 7. 

We find that issues of the Means to be adopted are not of 
prime concern when formulating policies. For our Decision 
Select “degree of doctor must be MD,” the Means by which 

this is achieved requires the formulation of another policy 

for which Decision to {select, modify, delete} is taken. 

This result is in consonance with that in MIS. Policy 

issues are of relevance for high-level management and 
require good conceptualization skills. Effectiveness and 

critical work areas are the dominant Factors here. 
 

 
 

7.1.2 Applicability of Information elicitation techniques 

at policy enforcement rule formulation layer 

 
Policy enforcement rules lie between policy formulation and 

operational Decision making. The rules are formulated, to 

enforce policies, as actions in the WHEN-IF-THEN form. 
Decision makers at this level are highly influenced by Ends 

to be achieved and Means to measure the efficiency of the 

End. Thus, we found ENDSI and MEANSI analyses useful 

to elicit Information. 

Consider a Decision “Re-designate hospital.” ENDSI 
analysis and MEANSI analysis are given in Table 8(a) and 

(b), respectively. 

Now, the role of CSFI analysis for those managers who 

formulate policies enforcement rules is not so clear. We 

found that CSF is not applicable to all Decisions at this layer. 

Notice that the level of conceptualization required now is 
lower than that for deciding on policies. 

For our example “Re-designate hospital,” the domain 

expert found no applicable CSF during CSFI analysis. How- 

ever, for the Decision “Add new pharmacy” considered in 

Sect. 5, CSFI analysis did in fact help elicit Information. 

 
7.1.3 Applicability of Information elicitation techniques 

at the operational layer 

 
Finally, for operational Decision making, CSFI, MEANSI, 

and ENDSI analyses are highly important. It is possible to 

find Information using all these elicitation techniques. Since 
 

 

Table 6  CSFI analysis for Decision Select “degree of doctor must be MD” 
 

Decision CSF CSF Variable Information 

Select “degree of doctor must be MD” High-quality care Patient health Aggregate: survival rate of patients 

   History: 
Time unit: monthly 
Duration: 2 years 

 
 

Table 7  ENDSI analysis for Decision Select “degree of doctor must be MD” 
 

Decision End End effectiveness Variable Information 

Select “degree of doctor must be MD” Staff with focused experience Service provided Aggregate: total incoming referrals 

   Category: specialty type 

   History: 
Time unit: monthly 
Duration: 2 years 

 

 
 

Table 8   (a) ENDSI analysis for Decision “Re-designate hospital,” (b) MEANSI analysis for Decision “Re-designate hospital” 

Decision End End effectiveness Variable Information 

(a) 

Re-designate hospital Maximize economic return Revenue generated Aggregate: total consultation fee 
Category: specialty-wise 
History: 

Time unit: weekly 
Duration: 1 year 

Decision Means Means efficiency Variable Information 
 

(b) 

Re-designate hospital Select another specialty Expertise needed Number of diseases 
Category: specialty-wise 
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the foregoing gives a flavor of the application of our tech- 
niques, we do not show sample data elicited for an opera- 

tional   Decision. 

 
7.2 Eliciting new Information by using different 

elicitation techniques 

 
Tables 6, 7, and 8 show that when more than one elicitation 

technique is applicable to a Decision-making environment 

then use of one technique may discover Information not dis- 
covered by the other. This is the case in Tables 6 and 7 where 

CSFI and ENDSI applied to the same Decision yield differ- 

ent Information. This is also the case with Table 8(a) and 

(b) where the application of ENDSI and MEANSI produce 

different  Information. 
Indeed, our experience is that it was in very rare cases 

that multiple techniques yielded the same Information for 

the same Decision of a Decision environment. 

 
7.3 Common Decisions across layers generate different 

Information 

 
We found that Decisions can be common across the three 

levels of Decision making. Further, CSFs, Ends to be 
achieved, and Means to achieve it vary with the level of 

Decision making. Since the CSF, Ends, and Means are dif- 

ferent, CSFI, ENDSI, and MEANSI analyses yields different 

Information for the same Decision. 

As an example, consider the MEANSI analysis for the 
Decision “Expand private ward.” Table 9(a) shows Infor- 
mation elicited at the policy enforcement rule layer and 

Table 9(b) for operational level of Decision making. Notice 

in the former the Means considered is “Remodel room.” In 

contrast, at the operational level given in Table 9(b), the 
same Decision is looked at in terms of the actual construc- 

tion to be performed. This difference between the abstrac- 

tion  levels  of  the  Means  results  in  a  completely  different 

perspective. The Information needed for the two perspec- 
tives is quite different as shown in Table 9(a) and (b). 

 

 
8 Conclusion 

 
The need for DWRE arises because requirements engineer- 

ing techniques for transactional systems focus on determin- 
ing system functionality and therefore make little or no effort 

in determining Information content of systems. However, 

interest in data warehousing is on the Information needed 

to support Decision making. DWRE approaches that have 

been proposed in the past bring this Information perspec- 
tive into requirements engineering. Consequently, concepts 

of business events, goals, Decisions, KPIs, etc., have been 

associated with the notion of “relevant Information.” We 

have shown that the chief drawback of DWRE approaches 

is that they do not provide any support for eliciting this 
Information. 

In developing a technique that provides this support, the 

first issue is that of creating and sustaining enough interest 

in stakeholders to participate in the requirements engineer- 

ing process. We create this stakeholder buy-in by determin- 
ing important managerial Factors and developing elicitation 

techniques for  each of  these  Factors. The  second  issue is 

as to how these techniques shall be used, and we propose 

here to treat these as a suite of techniques to be used collec- 

tively. This minimizes the possibility of missing Information 

requirements and covers all areas of managerial concern. 
Our proposals are for eliciting relevant Information of 

each Decision. Thus, our four elicitation techniques are 

applied to each Decision of interest. The manner in which 

these Decisions were discovered and where they come from 

are therefore outside the purview of the Information elicita- 
tion techniques proposed here. 

As for the origin of Decisions, three different sets of 

Decisions were obtained, one each for Decision making for 
 

 

Table 9  (a) MEANSI analysis at policy enforcement rule layer for Decision “Expand private ward,” (b) ENDSI analysis at operational layer for 
Decision “Expand private ward” 

 

Decision Means Means efficiency Variable Information 

(a)    
Expand private ward Remodel room Resources needed Space required 

Estimated cost 
Category: 
Labor-wise 
Material-wise 

Decision Means Means efficiency Variable Information 

(b)    
Expand private ward Construct  extension Cost incurred Construction cost per sq. foot 

New material cost 

 Break barrier Cost incurred Breaking cost per sq. foot 



Requirements Eng 

1 3 

 

 

 

operations, policy enforcement, and policy formulation. The 
notion of a Decision requirement then led us to the applica- 

tion of the proposed elicitation techniques. Thus, our tech- 

niques are independent of the source of Decisions. 

Regarding the manner in which Decisions were obtained, 

we have deployed a variety of methods for arriving at 
Decisions: 

 
1. For policy Decisions, we adopted reusability of existing 

policies, constructed a policy hierarchy for each policy, 

and obtained Decisions from the nodes of the hierarchy. 

These Decisions formed the basis of Information elicita- 
tion. 

2. For policy enforcement, we formulated rules that were 

applied to policies to yield policy enforcement rules. 

This resulted in Decisions to select or reject policy 

enforcement  rules. 

3. For operational Decision making, we again looked at 
each policy enforcement rule and then derived opera- 

tional Decisions from these using yet another set of 

rules. 

 
The structure of the repository of our elicitation tool 

allows tracing back from the elicited Information to the 
Decision(s) from which the Information originated. Addi- 

tionally, it is possible to go forward from a Decision to deter- 

mine the Information relevant to it. We expect to exploit 

this in future to deal with evolution of requirements of data 

warehouses. 
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