
Fastand RobustFaceFinding via Local Context

Abstract

In visual surveillanceface detectioncan be an important
cue for initializing tracking algorithms. Recentwork in
psychophicshints at the importanceof the local context
of a face for robustdetection,suchas headcontoursand
torso. Thispaperdescribesa detectorthat activelyutilizes
theideaof local context.Thepromiseis to gain robustness
that goesbeyondthecapabilitiesof traditional facedetec-
tion makingit particularly interestingfor surveillance.The
performanceof theproposeddetectorin termsof accuracy
and speedis evaluatedon data setsfrom PETS2000and
PETS2003andcomparedto theobject-centeredapproach.
Particular attentionis paid to the role of available image
resolution.

1. Introduction and RelatedWork
Fastand robust targetdetectionfrom a single imageis a
desirablecapability for trackingandsurveillancesystems.
First, it allows to verify the relevanceof currently tracked
targetsand drop undesiredhypothesesto make tracking
moreefficient. Secondit allows to recoverfrom tracking
failureandto reinitializeontargetsthathavebeenmissedso
far. Third, it caneffectively complementtrackingin cases
wherethetargetexhibitsvery little motionor wherethetar-
get movementis highly discontinuous(e.g. jumpscaused
by missingvideo frames).All theseexamplesrequirethat
detectionbefastandrobust.

Often, detectingpeoplein the sceneis of particularin-
terest.Theclassicalcuesfor peopledetectionby meansof
computervision arethehumanface[1, 2], thehead[3, 4],
theentirebodyincludinglegs[5] aswell asthehumanskin
[6]. Amongthesefacedetectionin still imagesis probably
the most popular. Recentalgorithmsusefast-to-compute
featuresandacascadestructureto achievereal-timeperfor-
manceathigh levelsof accuracy[7]. A detectorof this type
hasbeensuccessfullyemployedfor eyelocalizationin the
FGNETvideosequence(PETS2003workshop[8]).

However,it is surprisingto seehoweasilyfacedetectors

Figure 1: Examplesof different faces(inner rectangle),
their local contextasproposedin this paper(outerrectan-
gle) andtheir global context(outsidethe outer rectangle).
For illustrationpurposesonly onefaceper imageis exam-
inedhere.

canbefooledby situationswherehumanshavenoproblem
to reliably detectfaces. Suchcaseshavebeensystemati-
cally studiedin psychophysicalexperimentsby Sinhaand
Torralba[9, 10]. Oneof thecommonfindingsis thatthehu-
manvisualsystemcanrobustlydiscriminaterealfacesfrom
face-like patternsat very low resolutions. Computational
systemson the otherhandnot only requirea much larger
amountof facialdetailfor detectingfacesin realscenes,but
alsoyield falsealarmsthatarecorrectlyrejectedby human
observers.

Torralba’sexperimentsindicatethatasthelevelof detail
decreaseshumansmakeuseof the local context, i.e. a local
areasurroundingthe face. This contraststhe assumption
behindthe predominantobject-centeredapproachthat the
only imagefeaturesthatarerelevantfor thedetectionof an
objectatonespatiallocationarethefeaturesthatpotentially

1

http://www.iceni.com/unlock-pro.htm


belong to the object and not to the background.
For illustration figure 1 shows some examples of faces

within their local and global context. This paper describes
a detector that actively utilizes local context as a predic-
tive cue for computational face detection. The promise is to
gain robustness that goes beyond the capabilities of tradi-
tional object-centered face detectors making it particularly
relevant for surveillance.

Section 2 formalizes the idea of local context and anal-
yses the differences in the resulting detectors when trained
with or without local context, respectively. A boosted detec-
tor cascade is used as the underlying detector. The detection
capabilities of the local context detector are then compared
with a state-of-the art object-centered approach in section
3. The employed test sets are based on the FGNET video
conference data (PETS 2003) and the parking lot sequence
of PETS 2000. Section 4 is a concluding summary of this
work.

2. Local Context vs. Object-centered
Detection

Following the work of [11] a formal derivation for local
context is as follows: first, the posterior probability for the
presence of objectO can be decomposed using Bayes Rule
as

P (O | v) ' P (O | vL) =
P (vL | O)

P (vL)
P (O) (1)

where the image measurementsv are in this case local mea-
surements, that isv = vL. The object-centered object like-
lihood is denoted byP (vL | O) and P (O) is the object
specific prior. However, in order to capture dependencies
between an object and its context the measurement vector
can be extended to include features outside the target object

v = {vL,vC} (2)

wherevC are measurements of the object’s context. Apply-
ing Bayes Rule now leads to an expression where all prob-
abilities are conditioned on contextual information

P (O | v) =
P (O,v)
P (v)

=
P (vL | O,vC)
P (vL | vC)

P (O,vC) (3)

To implement the local context approach we train a de-
tector with instances that contain a person’s entire head,
neck and part of the upper body. Intuitively this choice
promises to contain important cues for the presence of
faces. The resulting training data is quite different from
object-centered approaches where only the faces them-
selves are considered. Figure 2 shows training examples
of both paradigms for comparison.

During detection the actual face location is inferred by
assuming a fixed position within the detection window. The

Figure 2: Examples of training instances used in the object-
centered approach (top row) versus the proposed approach
based on local context (bottom row).

size and location of the face are directly computed from the
width and height of the detected local context. This is illus-
trated in figure 3.

w

hH

W

Figure 3: Whenever the local context of a face is detected
the actual face location is inferred by assuming a fixed posi-
tion within the detection frame. Herew = W/2, h = H/2
and the offset relative to the upper left corner is set to
(W/4,H/10).

The employed detector framework is a modified version
of the Viola-Jones detector and available through the Open
Computer Vision Library [12]. Details about the underly-
ing algorithms the learning approach and the parameters are
given in a separate subsection (section 2.1).

Basically, the features of this detector are weighted dif-
ferences of integrals over rectangular subregions. Figure
4 visualizes the set of available feature types (figure taken
from [13]) where black and white rectangles corresponds
to positive and negative weights, respectively. The feature
types consist of four different edge features, eight line fea-
tures and two center-surround features.

The learning algorithm (which is in a way reminiscent of
decision-tree learning) automatically selects the most dis-
criminant features considering all possible feature types,
sizes and locations. It is interesting to compare the se-
lected features in case of the object-centered approach and
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Figure 5: Automatically selected features (first classifier stage) for the object-centered face detector (9 features overlaid on a
random training instance, top row) and the local context detector (14 features overlayed on two different training instances),
bottom two rows – the number of features is automatically determined by the learning algorithm). In the local context case
the first feature (f1) extends over the entire patch, thus making use of information that is not available in the object-centered
case. In addition, features f9 and f10 as well as feature f14 capture the left and right shoulder to help in the face detection
task.

Figure 4: Extended integral feature set according to [13] in-
cluding rotated features. These features are reminiscent of
Haar wavelets and early features of the human visual path-
way such as center-surround and directional responses.

the local context approach. Figure 5 is a visualization of the
selected rectangle features (top row: object-centered case,
bottom two rows: local context case). Two different training
instances (individuals) are shown in the local context case
for illustration purposes. The features displayed here are
evaluated in the first stage of the detector cascade and can
therefore be regarded as the most important features. There
are 9 features in the object-centered case and 14 features
in the local context case (the learning algorithm determines
the number of required features per stage automatically).

In the object-centered case the first three features capture
inner-face regions, in particular around the eyes and around
the mouth and nose by using horizontal and vertical line

features. Additional features are mostly edge features to
capture the contours of the head and chin (f5, f8 and f9 in
the figure).

Contrastingly, for the local context case the very first fea-
ture extends over the entire patch, i.e. it actually makes use
of the local context. The following features capture head
and body contours (features f2-f5). Other features capture
the left and right shoulder (features f9 and f10 in the upper
example, feature f14 in the bottom example). Hence, this
is quite different from traditional face detectors, which rely
on facial parts alone.

2.1. Learning Approach and Implementation
Details

The employed detector framework is based on the idea of a
boosted classifier cascade (see [7]) but extends the original
feature set and offers different boosting variants for learning
[13]. This subsection summarizes the most essential imple-
mentation details regarding features, learning algorithm and
training parameters.

The feature types as depicted in figure 4 are reminiscent
of Haar wavelets and early features of the human visual
pathway such as center-surround and directional responses.
Their main advantage is that they can be computed in con-
stant time at any scale. Each feature is computed by sum-
ming up pixels within smaller rectangles

featureI =
∑

i∈I={1,...,N}

ωi ∗RecSum(ri) (4)

with weightsωi ∈ R, rectanglesri and their numberN .
Only weighted combinations of pixel sums of two rectan-
gles are considered, that is,N = 2. The weights have op-
posite signs (indicated as black and white in the figure), and
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are used to compensate between differences in area. Ef-
ficient computation is achieved by usingsummed area ta-
bles. Rotated features and center-surround features have
been added to the original feature set of Viola-Jones by
Lienhart et al [13] using rotated summed area tables. The
original set consists only of features (1a), (1b), (2a) and (2c)
as well as one diagonal feature which is subsumed by the ro-
tated features. The augmented feature set has been shown
to extend the expressiveness and versatility of the original
features leading to more accurate detectors. Note again that
this feature representation does not require to compute an
image pyramid to search over different scales.

The cascade learning algorithm is similar to decision-
tree learning. Essentially, a classifier cascade can be seen as
a degenerated decision tree. For each stage in the cascade
a separate subclassifier is trained to detect almost all target
objects while rejecting a certain fraction of the non-object
patterns. The resulting detection rate and false positive rate
of the cascade is then given by

F =
K∏

i=1

fi D =
K∏

i=1

di (5)

For example, if a 20 stage detector is trained such that at
each stage 50% of the non-object patterns are eliminated
(target false positive rate) while falsely eliminating only
0.1% of the object patterns (target detection rate) then the
expected overall detection rate is0.99920 ≈ 0.98 with a
false positive rate of0.520 ≈ 0.9 ∗ 10−6. Ultimately, the
desired number of stages, the target false positive rate and
the target detection rate per stage allow to trade-off accu-
racy and speed of the resulting classifier. This also explains
the different numbers of features in the first stage for the
object-centered detector and for the local context detector
as shown in figure 5.

Individual stages are trained using boosting which com-
bines a set of “weak learners” into a powerful committee
(“strong classifier”). In this case a weak learner is equiv-
alent to one specific feature and a (automatically learned)
binary threshold on its value. Each round of boosting se-
lects the weak learner (i.e. feature type and threshold) that
best classifies the weighted training set. The first boost-
ing round assumes a uniform weighting of the training data
while successive stages assign higher weights to misclassi-
fied training instances. This lets the algorithm focus on the
“hard” cases in successive rounds. The different boosting
variants Discrete, Real and Gentle AdaBoost offered by the
OpenCV framework mainly differ in how they determine
the new weights of the training data. For details the reader
is referred to [14]. It has been empirically shown in [12]
that the Gentle Adaboost variant outperforms Discrete and
Real Adaboost for face detection tasks both in accuracy and
speed. Thus Gentle Adaboost (GAB) has been adopted.

Parameter Loc.Context Obj-centered
Positive examples 960 5000
Negative examples 1232 3000
Stages 21 25
Min hit rate 0.995000 N/A
Max false alarm rate 0.500000 N/A
Width 20 24
Height 20 24

Table 1: Comparison of training parameters for the local
context detector and the object-centered detector. An opti-
mized and pre-built detector of Lienhart et al was used here
for which not all parameters have been reported (N/A in the
table).

Finally, we summarize the most important training pa-
rameters such as the type and number of training instances,
the target rates and the detection window size. About 1000
local context examples were gathered from the world wide
web and from private photo collections. In order to limit
the amount of variation and hence increase discriminance
only frontal views have been used for training and instances
have been roughly aligned. Each positive example is scaled
to 20× 20 pixels.

For gathering negative examples a subset of the
WuArchive1 image database has been used that did not con-
tain any people. These images are repeatedly scanned by the
learning algorithm to search for object-like patterns. These
specific “border-cases” allow to refine the decision bound-
ary (this method is sometimes referred to as “bootstrap”).
Training the local context detector took around 48 hours on
a 1GHz Pentium III machine. Table 1 compares the train-
ing parameters of the local context detector to the object-
centered detector which comes with the OpenCV Library
and which is used in the experiments in the following sec-
tion.

3. Performance Evaluation
To understand the relevance of local context several exper-
iments have been carried out on PETS video sequences,
namely the FGNET video conference data from PETS 2003
and the parking lot sequence from PETS 2000. Both data
sets are disjoint from the data used for training.

3.1. Indoor Sequence
¿From the FGNET video conference data every 100th frame
from sequences A, B, and D (cameras 1 and 2) is used in
the following experiments2. This results in a total of 502
frames containing 1160 faces, 160 of which are profiles

1http://wuarchive.wustl.edu/
2a similar subset was used in [8]. However, in this paper we have in-

cluded frames 21900-22300 as well
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Figure 7: Detection accuracy on the FGNET data set. Each plot shows the percentage of detected faces (vertical) vs. the
number of false positives per frame (horizontal). The ROC curves show the performance of the object-centered detector and
the local context detector. Note that the frame resolution is decreased from the left plot to the right plot. At the original res-
olution shown on the right side, the local context detector dominates already because it is more robust to face pose changes.
At lower frame resolutions (middle plot and right side plot) facial details deteriorate and the object-centered approach be-
comes unreliable. The local context on the other hand is not affected. Since the local context detector can operate robustly at
very low frame resolutions it actually runs 15 times faster than the traditional object-centered approach at the same level of
accuracy.

Figure 6: FGNET sequence, face pose changes: The left
plot shows detections of the local context of faces while
the right plot shows the output of the object-centered de-
tector. The latter misses two faces because it is restricted
to frontal view detection. While an additional specialized
side-view detector could be trained (assuming the object-
centered paradigm) this would at least require to gather a
large amount of additional training data of profile views.
Contrastingly, the local context approach does not require
such specialized training and is robust to face pose changes.

(about 14%). Each frame has a resolution of720×576 pix-
els and faces are about48× 64 pixels large. The sequences
show a conference room across either side of a desk with
people occasionally entering and leaving the room.

The left plot in figure 7 shows the face detection perfor-
mance on the FGNET data set in terms of the ROC curve.
The percentage of retrieved faces is given on the vertical
axis and the number of false positives per frame is shown
on the horizontal axis. Points on the curve are sampled by
varying the detection thresholdb of the final stage in the

detector cascade:

H = sign

[
K∑

i=1

hi + b

]
(6)

whereH is the output of the final classifier, andhi denotes
the individual stages. The cascade is successively cropped
in order to yield additional detections. Both the perfor-
mance of the object-centered and the local context detector
are shown. For the object-centered version the face detec-
tor by Lienhart et al. has been used3. The detector has
been shown to yield excellent performance comparable to
the state-of-the-art [12]. As can be seen in the left plot of
figure 7 at 5 false alarms the object-centered detector re-
trieves 80% of the faces and the curve flattens from thereon.
Contrastingly, the local context detector yields 95% of the
faces at the same level of false alarms.

This can be explained by profile views of faces contained
in the data which are not detected by the object-centered
detector used here. The local context, however, is not af-
fected by face pose changes and can thus detect both frontal
and side-views. An example frame containing side-views
is shown in figure 6 also showing the outputs of both detec-
tors. In the object-centered approach one would have to sep-
arately collect profile instances and train a specialized de-
tector in order to achieve a comparable performance level.
However, it has also been found in [15, 16] that profile de-
tection generally tends to be more error-prone because cer-
tain discriminant sub-patterns (such as the eye-to-eye sym-
metry in frontals) are missing. The local context detector

3this face detector is now part of the Open Computer Vision Library,
www.sourceforge.net
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overcomes these difficulties successfully.
Additional experiments were performed to examine the

influence of available image resolution. To this end each
frame is downsampled from the original resolution (720 ×
576 which approximately corresponds to PAL resolution) to
360× 288 (“half-PAL”) and to180× 144 pixels (“quarter-
PAL”), respectively. Accordingly, the available face resolu-
tion decreases from48×64 to 24×32 and to12×16 pixels
approximately. Figure 8 shows an example frame where

Figure 8: FGNET sequence, resolution changes: Each row
of this figure corresponds to a different frame resolution
(frame resolution decreases from the top to the bottom row).
The images have been rescaled to the same size only for
illustration purposes. The left column shows detections
based on local context, the right column is from the object-
centered approach. This example illustrates that as facial
details degrade the object-centered approach misses actual
faces. The local context cue is much less affected by reso-
lution changes. It consistently retrieves all three faces at all
tested resolutions, while the object-centered approach does
so only for the highest frame resolution.

each row corresponds to a different resolution (all frames
have then been resized for visualization purposes). The left
column shows detections based on local context, the right
column is from the object-centered approach. At half-PAL
resolution (middle row) the object-centered detector appar-
ently becomes less tolerant to variations in facial appear-
ance, in this case caused by slight pose changes of the mid-
dle and right person. As a result it fails to detect these faces

at lower resolutions. The local context detector on the other
hand does not rely on facial details alone and can still lo-
cate all faces successfully. The situation aggravates for the
object-centered approach as resolution is further decreased.
At quarter-PAL resolution it does not return any detection in
this example while the local context approach again detects
all faces.

A quantitative account of this experiment is given by the
plots in the middle and to the right of figure 7 showing the
ROC curves of both detectors when applied to the down-
sampled data sets. At half-PAL resolution (middle plot) the
object-centered detector yields about 70% of the faces at
5 false alarms which is a 15% drop compared to the full
resolution. It is directly affected by the decrease in avail-
able facial detail. Contrastingly, the local context detector’s
performance remains stable at 95% given the same num-
ber of false alarms. This effect becomes even stronger at
quarter-PAL resolution. The corresponding ROC is shown
to the right in the same figure. In the quarter-PAL case the
object centered approach detects only 10% at 1 false alarm
per frame while the local context detector succeeds for more
than 90% of the faces. Overall the local context detector
provides improvements in detection rates by 15%, 25% and
80% at corresponding levels of false alarms.

The possibility to robustly operate at low resolutions can
provide a significant speed-up in face search. For illustra-
tion, consider the case where we want to obtain 80% of
the faces with less than 5 false positives per frame. Using
the face detector this is only possible at the highest frame
resolution (full-PAL), where processing of a single frame
takes 1.2 seconds. Contrastingly, the local context detector
achieves this accuracy already at the quarter-PAL resolu-
tion within 0.08 seconds per frame. This corresponds to a
15-fold speedup.

It must be emphasized here that the local context detec-
tor was not systematically optimized (e.g. by testing differ-
ent training parameters) and thus the reported results could
probably be further improved.

3.2. Outdoor Sequence
For investigating their suitability to surveillance both detec-
tors were applied to the parking lot test sequence of PETS
2000. This video sequence shows a parking lot from a sin-
gle static camera looking from above. The video shows cars
and people entering and exiting the scene. Every 10th frame
was used which results in 146 frames containing 210 faces.
Each frame has a resolution of756× 576 pixels. Faces are
as small as12× 14 pixels.

Figure 9 shows an example frame of the sequence with
detections of the local context detector. The situation is
much more difficult than in the video conference setting:
the background is more complex which inevitably leads to
more false alarms. Moreover, the perspective is difficult
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Figure 9: Parking Lot Sequence: Inferring the presence of
faces through local context. In this outdoor sequence at
least 1’000’000 candidate subregions per frame had to be
correctly rejected. The situation is much more demand-
ing than the FGNET scenarios because of the perspective
(downward looking camera) and the background clutter.

as the camera is looking downward and people occasion-
ally turn their upper bodies to the side. The maximum total
area covered by faces is only about 0.1% per frame com-
pared to about 2% in the indoor sequence. This means that
at least 1’000’000 candidate subregions per frame have to
be correctly rejected to yield an acceptable false alarm rate.
Note that the legs of people in this sequence are sometimes
occluded, for instance when they walk in between parking
cars. This makes the scenario difficult for pedestrian detec-
tion approaches such as [5]. However, their upper bodies
are permanently visible which effectively allows local con-
text detection.

The ROC curve for the local context detector is shown
in figure 10. The object-centered approach fails completely
on this sequence: it would require about twice the available
image resolution to detect any faces. Hence only the ROC
of the local context detector is visible here. As can be seen,
it retrieves about 75% of the actual faces at 7 false alarms
per frame. This already shows that the local context detec-
tor goes beyond the capabilities of object-centered face de-
tectors. Moreover, in a surveillance application one could
further reduce the number of false alarms for example by
using background subtraction ([8]).

4. Summary and Conclusions
This paper evaluated the performance of a local context de-
tector as a means of finding human faces. The detector was
implemented using a framework which is part of the Open
Computer Vision Library and as such freely available. The
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Figure 10: Parking Lot Sequence: The ROC curve shows
the performance of the local context detector. The object-
centered approach fails because faces are too small in this
sequence, so its ROC is not shown. The local context detec-
tor retrieves about 75% of the actual faces at 7 false alarms
per frame. This clearly indicates that the local context de-
tector goes beyond the capabilities of object-centered face
detectors.

approach was evaluated on two different PETS sequences:
one indoor sequence (video conference) and one outdoor
sequence (parking lot). It has been shown by ROC anal-
ysis that the local context cue outperforms the employed
face detector. This is mainly due to its greater robustness to
pose changes, to variation in individual appearance as well
as to low image resolutions. Robust operation at low reso-
lutions not only speeds up the search process but is also of
particular interest for surveillance where close up shots of
people are often not available. The analysis of the outdoor
sequence shows that the local context detector goes beyond
the capabilities of object-centered face detectors and cor-
rectly infers the locations of human faces as small as9× 12
pixels.
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