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Abstract A key advance in enabling higher wireless

mesh network capacity is allowing routers to transmit or

receive (MTR) from multiple neighbors simultaneously

over the same frequency. Achieving this capacity, how-

ever, is predicated on a link scheduler that is able to cap-

italize on the MTR capability of nodes to activate the

maximum number of active links, and also to derive the

shortest schedule that ensures all links are activated at least

once. To date, existing schedulers do not consider the

transmission or air-time of packet(s). Henceforth, this

paper fills this gap and propose to derive the shortest

superframe length, defined as the end time of the last

transmitting link. Our scheduler, called A-TxRx, greedily

adds links whenever a link finishes its transmission. As a

result, unlike previous schedulers, links can start trans-

mitting/receiving as soon as there is no conflict. We have

evaluated the performance of A-TxRx in various network

configurations, and compared it against two state-of-the-art

approaches: 2P and JazzyMAC. The results show A-TxRx

outperforming these algorithms significantly, especially

when the network becomes denser. Specifically, the

superframe length of A-TxRx is typically less than half of

2P and JazzyMAC, with 60 % more concurrently trans-

mitting links.

Keywords Wireless mesh networks � Multi-transmit/

receive � Link scheduling � Directional antennas

1 Introduction

Wireless mesh networks (WMNs) have matured signifi-

cantly over the past few years. In WMNs, nodes are con-

nected to one another wirelessly and forward packets via

multi-hop communications to each other or to gateways.

WMNs can be deployed in both urban and rural areas to

deliver video, voice and data in indoor and outdoor envi-

ronments and have applications in home networking [1],

enterprises [2], and metropolitan area networks [3]. In this

respect, the Quality of Service (QoS) experienced by users

is a critical consideration; see [4]. Recently, researchers

have proposed Multi-Transmit-Receive (MTR) WMNs,

whereby nodes are equipped with multiple Directional

Antennas (DAs) or adaptive arrays in order to increase

network capacity. This means all nodes can transmit or

receive simultaneously from their respective neighbouring

nodes; see Fig. 1(a, b). The resulting WMNs thus have a

higher network capacity than those that use an omni-di-

rectional or a single directional antenna [5–7]. We note that

the WMN under consideration is distinct from past works

that assume nodes have multiple radios and multiple

channels [8].

As illustrated in Fig. 1(c), a key constraint is no Mix-

Tx-Rx, meaning a node operates in half duplex mode [9].

Consequently, any developed scheduler that aims to derive
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the shortest superframe length must adhere to this con-

straint. Note, a ‘superframe’ is defined as a sequence of

transmission slots; hence, the shortest superframe denotes

one that has the minimum number of slots. In [9], Raman

et al. outlined a spatial time division multiple access

(TDMA) medium access control (MAC), called 2 Phase

(2P), that separates transmissions, called SynOp, at each

node into two phases: SynTx and SynRx. However, this

MAC can only be applied to MTR WMNs with a bipartite

topology. This problem is solved by Chin et al. in [10]

whereby they presented a novel scheduling algorithm

called Algo-1 that schedules links in MTR WMNs with an

arbitrary topology by recursively partitioning nodes into

maximally connected bipartite sets. This algorithm is then

improved in [11] to realize the maximal number of con-

current transmitting links.

The said prior works, however, do no consider links

with different weights. This is necessary because of two

reasons. Firstly, in practice it is likely that links will have

different loads. For example, links on shortest paths or a

router may be serving an area with a large number of

subscribers. Secondly, different data rates may be used by

links in order to counter the vagaries of the wireless

channel. For example, IEEE 802.11a supports data rates up

to 54 Mbps. This means, for a given packet size, the air-

time required to transmit said packet will vary depending

on the data rate or channel condition as well as the number

of packets to be transmitted.

In [12, 13] and [14], the authors consider the weight of

links. Dai et al. [13] propose two schedulers called Heavy-

Weight-First (HWF) and Max-Degree-First (MDF). As

their name implies, links are either scheduled depending on

their weight or the number of neighbors. However, the

authors of [12] and [13] did not consider links that require

different transmission times. This problem is tackled in

[14] where the authors present an adaptive MAC called

JazzyMAC. A node first monitors the volume of traffic on

its outgoing links. It then dimensions the transmission slot

of each link as per the observed traffic volume. To schedule

transmission, a token exchange mechanism is used

whereby a node only transmits whenever it has the token

for all its links. This, however, precludes nodes from taking

advantage of opportunistic links; see Sect. 3.1. Further-

more, it is sensitive to the initial token assignments. More

importantly, although the transmission finishing time for all

incident links to one node varies depending on actual traffic

demand, the transmissions of the said links still start at the

same time.

Given the above discussions, we now show a key limi-

tation of past solutions. Consider Fig. 2. We see a MTR

WMN with three nodes connected in a clique. The number

next to each link represents its required transmission or air-

time. Also shown in Fig. 2 is the schedule for each link

derived using 2P [9]. In this example, at time = 0, link AB

and AC start to transmit simultaneously in the first slot for

10 units of time. Then at time = 10, the corresponding

opposite links BA and CA are activated in the second slot

for the duration of five units only after both AB and AC

finish. At time = 15, the activation of link BC and link CB

takes place in the third and fourth slot for a duration of nine

and three time units respectively. Thus, for this example,

2P derives superframe that has length T ¼ 27, and sched-

ules every link to be activated at least once for the period of

its assigned air-time without conflict.

In the aforementioned example, we see that a group of

links is to remain active in SynTx or SynRx in one slot for

the same slot duration regardless of the actual link weight.

This situation leads to the following problem. Consider link

AB and AC, which are activated simultaneously in slot 1.

The slot length needs to be the longer air-time, which is 10.

Notice that link AB finishes in one slot, causing 9/10 of the

link capacity to be wasted, leading to a lower throughput.

This is because no other links are scheduled until link AC

finishes. In fact, if node B wants to transmit to C, it should

be be able to initiate transmission at any time after the first

1/10 of slot. If link BC avoids having to wait until link AC

finishes, throughput improves.

In light of the above observations, we propose A-TxRx,

a scheduler that activates link with different transmission

Fig. 2 An example network where links with different air-times are

scheduled using 2P

(a) (b) (C)

Fig. 1 Different phases of MTR transmission/receptions; a transmis-

sion, b reception, c illegal transmission; i.e., no transmit and receive

in the same phase. Note that, all transmissions are over the same

frequency
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or air-time in a MTR WMN. Unlike existing schedulers,

A-TxRx aims to minimize the finishing time of the last

transmitting link as well as maximize the number of links

at any time instant. In a nutshell, our main contributions

are:

• A-TxRx is the first centralized link scheduler for MTR

WMNs that considers the assigned air-time of links in

order to meet the underlying link demand. Our results

show that A-TxRx has better performance in all

considered scenarios, i.e., an average of 40 % shorter

superframe length than 2P, especially when the network

is fully connected. For example, as will be shown in

Sect. 3, A-TxRx generates a superframe with length

T ¼ 16 for the WMN of Fig. 2. In all experiments, the

superframe length of A-TxRx is at most 70 % shorter

than state-of-the-art approaches.

• We outline an improvement to A-TxRx, where we

opportunistically add scheduled links to further

increase network capacity. Our results show that the

number of concurrent transmitting links when running

A-TxRx to be 40 % more than JazzyMAC [14] on

average.

• We analyze and prove that A-TxRx is a collision free

scheduler for arbitrary topologies and has a running

time of OðjV j5Þ for WMN with |V| nodes.

The rest of the paper is structured as follows. Sect. 2

describes the network model of MTR WMNs and the

formal definition of our problem. Section 3 outlines the

details and analysis of A-TxRx. The research methodology

is presented in Sect. 4. Section 5 presents our experiments

and results. The paper concludes in Sect. 6.

2 Preliminaries

We model a MTR WMN as a directed graph G (V, E). The

set V is comprised of nodes that are equipped with b� 1

directional antennas. Each node u has a transmission range

of r and bu � 1 radios. There is a directional edge ðu; vÞ 2 E

connecting node u and v if they are within each other’s

transmission range. We also consider there to be a direc-

tional link connecting node v to u; i.e., ðv; uÞ 2 E. Note, in

practice, nodes may have a different transmission range

due to the vagaries of the wireless channel. To this end,

nodes are required to ensure incoming and outgoing link to

each neighbor is functional. This can be achieved via

HELLO messages in the neighbor discovery process

whereby nodes include the neighbors they can hear in their

HELLO messages. The function ft : E ! R returns the

allocated air-time of a given link. Hence, ft models the

required transmission time in order to meet a given traffic

load. All nodes are able to concurrently transmit or receive

on all links. Each link is supported by a radio and we

assume bu � jNðuÞj for all nodes.
We remark that there are two main realizations of

MTR WMNs. The first is outlined in [9], where each

router is equipped with multiple radios connected to a

parabolic antenna. All radios operate on the same fre-

quency. Nodes disable their carrier sense to allow con-

current transmissions, and transmit power control is used

to ensure incoming links have sufficient signal strength

to ensure correct reception. The second realization is to

employ multi-user multi-input multi-output (MU-MIMO);

see [15] or [16] for details. Nodes have multiple antenna

elements that they can use to transmit independent data

or to null interfering transmissions. In addition, nodes

have channel state information (CSI). This assumption is

reasonable given that nodes are primarily static and pilot

symbols can be transmitted periodically to learn the

CSI.

Formally, we have the following Mix-Tx-Rx constraint:

for a given node u, let IN(u, t) and OUT(u, t) be its set of

receiving and transmitting links at time t respectively. This

constraint is met if both |IN(u, t)| and |OUT(u, t)| are not

greater than zero simultaneously at any time t for all node

u 2 V .

In our model, we make the following assumptions:

• All nodes are synchronized globally. This is reasonable

given that nodes are static and can use GPS to

synchronize their clock.

• Nodes are tuned to a single frequency. According to

[9], the main reasons for employing a single channel

are as follows: (a) it is convenient to use a single

channel for the backbone whilst using other channels

for local access, (b) the more channels it uses, the

higher the operational cost because the IEEE 802.11b/a

bands are licensed for outdoor use in some developing

countries, and (c) to avoid RF pollution as there are

many WiFi networks in existence. We also note that the

MTR capability of nodes can also be achieved using

MIMO [17] or by equipping nodes with 60 GHz radios

[18].

• We assume the traffic load on each link is aggregated,

i.e., see [14], and remains fixed for a non-negligible

amount of time, e.g., every hour. This also means the

routing for source destination pairs are fixed for this

period of time. We leave the joint case of optimizing

both routing and link scheduling to a future work.
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• Each air-time unit can correspond to a specific amount

of time, e.g., one second, or the time it takes to transmit

one packet. It is important to note that once an air-time

is assigned to a link, upon scheduled for transmission, it

is guaranteed to transmit for said air-time without pre-

emption.

Our problem is as follows: given a MTR WMN, whereby

each link has a different air-time, design a centralized

algorithm that derives the minimal superframe length

whereby links are activated at least once and in accordance

to their requested air-time. Note, we define a superframe as

the sequence ðfe1; . . .; exg; t1Þ [ � � � [ ðfey; . . .; ejEjg; tjEjÞ,
whereby ei 2 E is the link to be scheduled at time ti.

For example, in Fig. 2, we have ðfAB;ACg; 0Þ [
ðfBA;CAg; 10Þ [ðfBCg; 15Þ [ ðfCBg; 24Þ. The problem is

to derive a superframe with minimal tjEj þ ftðejEjÞ value

subject to the Mix-Tx-Rx constraint (cf. Fig. 1), and each

link e 2 E receiving at least ftðeÞ of air-time.

Note, if all links have the same air-time, then the

problem is similar to prior works such as [11]. In particular,

the authors of [11] show that deriving the maximum

number of links in each slot is equilevant to solving the

NP-complete, MAX CUT problem, meaning our problem

is just as hard. To this end, in the next section, we propose

a greedy heuristic that aims to determine the shortest

possible superframe.

3 The solution: A-TxRx

The basic idea is to greedily schedule new non-interfering

links whenever a link finishes transmission. In Sect. 3.1,

we show how the resulting schedule can be improved by

adding so called opportunistic links. In addition, in

Sect. 3.2, we simplify a computationally expensive step

used to calculate a MIS with a greedy step that adds non-

conflicting links according to their transmission time.

Our algorithm has the following key steps. Firstly, it

constructs a conflict graph G0ðV 0;E0Þ based on the network

topology G(V, E). In the conflict graph, each vertex v0 2 V 0

denotes a link in E, and a conflict between two links in E is

represented by an edge e0 2 E0 between the corresponding

vertices; see [19]. It then greedily determines all Maximal

Independent Sets (MISs) of G0. Recall that an MIS is the

subset of all the links in G0 that can be activated at the same

time without interference. Note that a link may appear in

different MISs. In the third step, we choose the MIS with

the most links, which ensures high throughput. We activate

all links in the selected MIS, and label them as active links.

We also record their air-time. Among all the active links,

the ones that have the same minimum air-time are regarded

as finishing links. We then record these finishing links’

current air-time. At such time, we remove them from G0. If
G0 is not empty, we first determine if there are any active

links. These links are denoted as remaining links. If there

are no remaining links, then a new MIS is obtained directly

from the current G0. This MIS contains new links that can

be added into the superframe. However, if there are re-

maining links, we check to see whether we can add new

non-interfering links. We first construct a new conflict

graph G00 from G0. Specifically, we remove the finishing

links, all remaining links and their neighbors. Then a new

MIS is obtained from G00, which contains the most new

links that do not interfere with remaining links. The next

set of finishing links are then determined and we repeat the

process. A-TxRx terminates when G0 is empty (Table 1) .

We will now show how A-TxRx, see Algorithm 1,

determines the schedule for the topology shown in Fig. 2.

As depicted, it is an MTR WMN with three nodes A, B,

and C connected with bidirectional links. The value next to

each link indicates its allocated air-time.

Table 1 Key notations

Symbol Description

G The directed graph

V The set of nodes or vertices in G

E The set of links or edges in G

G0 The conflict graph generated from G

V 0 The set of nodes or vertices in G0

E0 The set of links or edges in G0

G00 The altered graph from G0

eAB A link with source node A and destination node B in E

dðGÞ The maximum length of the superframe derived by A-TxRx

for graph G

ftðeÞ The air-time of link e

V1nV2 The pair of subsets of a bipartite graph

i1ni2 The link emanating from V1 or V2 with the longest air-time

AnB Two MISs derived from the conflict graph of a bipartite

graph

lAt nlBt The activation time of links in A or B

A The set of active links

F The set of finishing links

R The set of remaining links

N The set of interfering nodes of links in R
tfinish The next finishing time of the currently active links
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• A-TxRx takes as input the network graph G(V, E), and

the air-time ftðeÞ assigned to each edge e 2 E.

• A-TxRx produces SF as its output. The set SF contains

tuples ðA; tÞ, where set A represents a group of active

links that start their transmission at time t.

• Line 1–6: Initially, t is set to 0. The set SF is empty.

The sets F and R represent the group of finishing links

and remaining links respectively. Sets A;F and R are

initially empty.

• Line 7: Function ConflictG() computes the correspond-

ing conflict graph G0 from G(V, E); see Fig. 3.

• Line 9–12: When R is an empty set, the function

MaxMIS() performs graph coloring on G0 to find the

MISs: {eAB; eAC}, {eBA; eBC} and {eCA; eCB}. We then

choose the MIS containing the most links. Here, as

all three MISs are of the same size, we randomly

choose {eAB; eAC}. Thus, eAB and eAC are chosen as

active links and included in the set A, meaning all

links in this MIS start to transmit at t ¼ 0. Then A
and the corresponding t are recorded in SF ¼
ðfeAB; eACg; 0Þ. The graph G0 is updated by removing

the links in A from G0. In this case, we remove link

Algorithm 1: A-TxRx
Input: network graph G(V,E), air-time of links ft : E → R

Output: SF containing set of links A and their activation time t
1 if |V | ≤ 1 then
2 return
3 else
4 t ← 0
5 SF ← ∅
6 A = F = R ← ∅
7 G ← ConflictG(G(V,E))
8 while (G = ∅) do
9 if (R = ∅) then

10 A ← MaxMIS(G )
11 SF ← SF ∪ (A, t)
12 G ← G − A
13 tfinish ← min ft(A)
14 for e ∈ A do
15 if ft(e) == tfinish then
16 F ← F ∪ e
17 end
18 ft(e) ← ft(e) − tfinish
19 end
20 t ← t+ tfinish
21 R ← A \ F
22 F ← ∅
23 else
24 N ← Neighbor(R, G )
25 G ← G − N
26 A ← MaxMIS(G )
27 SF ← SF ∪ (A, t)
28 G ← G − A
29 A ← A + R
30 tfinish ← min ft(A)
31 for e ∈ A do
32 if ft(e) == tfinish then
33 F ← F ∪ e
34 end
35 ft(e) ← ft(e) − tfinish
36 end
37 t ← t+ tfinish
38 R ← A \ F
39 F ← ∅
40 end
41 end
42 end
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eAB and eAC, i.e., node AB, AC and its incident links

in Fig. 3.

• Line 13–19: Among all air-time of links in A, we set

the shortest one as tfinish. The link(s) with the shortest

air-time is (are) included in the set F . The reason is that

these links, amongst those in A, will finish the earliest.

In our example, we have tfinish ¼ 1, which corresponds

to the air-time of link eAB. Hence, the set F contains

eAB. Also, we update the air-time of the links in A by

subtracting tfinish from the original air-time ftðeÞ. For
example, ftðACÞ ¼ 10� 1 ¼ 9, meaning that at this

point in time, link eAC has transmitted for one time unit,

but it still needs another nine time units to complete its

transmission.

• Line 20: The variable t becomes t ¼ 0þ 1 ¼ 1 because

one time unit has been used for links in A to operate.

• Line 21–22: The set R consists of links that are in A,

but not in F . Afterwards, we clear set F . In this

example, the set R contains link eAC since it has not

finished transmitting. At this point, since R is not an

empty set, A-TxRx restarts from Line 24.

• Line 24–25: the function Neighbor() returns all inter-

fering nodes of links in R. A-TxRx copies G0 to a new

graph G00, and removes N from G00; in our example,

this means eBA; eCA and eCB are removed from G00. This
step is essential because it ensures that newly activated

links do not interfere with the links in R.

• Line 26–28: A-TxRx then calls MaxMIS() on G00 to
derive links that can be added into set A without any

conflict, which is link eBC in this case. As a result, we

have SF ¼ ðfeAB; eACg; 0Þ [ ðfeBCg; 1Þ. The graph G0

is updated by removing active links eBC from G0.
• Line 29: All the links that are transmitting at this point

in time are eAC and eBC.

• Line 30–36: The shortest air-time of links in A is

ftðACÞ ¼ ftðBCÞ ¼ 9. The variable tfinish is then set to 9.

Thus, link eAC and eBC become finishing links in F . As

before, the air-time of links are updated by subtracting

tfinish from the original air-time ftðeÞ. In this case,

ftðBCÞ ¼ ftðACÞ ¼ 9� 9 ¼ 0, meaning that at this

point in time, both links finish their transmission.

• Line 37–39: The variable t becomes t ¼ 1þ 9 ¼ 10.

The set R becomes empty. Then clear set F . At this

stage, since there are no links in R, A-TxRx repeats

from Line 10.

• Line 10: A-TxRx executes MaxMIS() on G0. The MISs

are {eBA; eCA} and {eCA; eCB}. We select {eBA; eCA} into

A arbitrarily. The process continues until t reaches time

13. At this time, G0 becomes empty, meaning that all

the links in the network have been scheduled. The

program terminates and the output is SF ¼ ðfeAB;
eACg; 0Þ [ ðfeBCg; 1Þ [ ðfeBA; eCAg; 10Þ [ ðfeCBg; 13Þ.
After another three time units, which is the air-time of

the last activated link eCB, all the links in the network

have transmitted once. Thus, for Fig. 2, A-TxRx

generates a superframe with length of 16, reducing

the superframe length generated using 2P by almost

41 %. The time line of the schedule is shown in Fig. 4.

3.1 Opportunistic links

We can improve capacity by adding ‘‘opportunistic links’’.

These links are defined as those that can be allocated

additional transmit opportunities without interfering exist-

ing links. In the aforementioned example, note that in

Time ¼ ½15; 16�, only link eCB is transmitting. No other

links are activated because all links have transmitted once.

In fact, we can also activate link eAB or eCA as an oppor-

tunistic link as they do not interfer currently active links.

Hence, we can select eAB because it has the air-time of one

unit and more importantly, adding it does not change the

superframe length. On the other hand, if we activate eCA at

Time ¼ 15 with air-time of five time units, it will expand

the superframe length from 16 to 20.

Fig. 4 Schedule timeline for Fig. 2

Fig. 3 Conflict graph for the example topology shown in Fig. 2
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To add opportunistic links, we make the following

improvement to A-TxRx. After constructing a new MIS

consisting of new links to be added into the superframe in

line 10 or line 26 of Algorithm 1, we delete all the links in

the new MIS and their neighbors from the original conflict

graph to obtain a graph where the previously scheduled

links are included. Next, we color this new graph to obtain

the largest MIS. This MIS contains all the links that can be

activated without causing interference. We then choose

only the links with an air-time that does not extend the

superframe length. Hence, the derived schedule is not only

a feasible one, but also has higher network capacity.

A question that arises is why only links that have been

activated previously can be opportunistic links. In line 12

and 28 of Algorithm 1, as soon as a link is included in the

chosen MIS and selected to transmit, it is deleted from G0.
Thus, when we call MaxMIS() on graph G0 in line 10 and

26, the resulting A already contains the most non-inter-

fering links that have yet to be activated. None of the links

in G0 can be scheduled because it interferes with at least

one link in A as A is an MIS. Therefore, only by searching

the links that are not in G0, i.e., links that has been activated
at least once, can we find some other non-interfering links

and use them as opportunistic links.

3.2 Greedy A-TxRx

In A-TxRx, the function MaxMIS() in Line 10 and 26 first

performs graph coloring on the conflict graph G0 in order to
find theMISs. Then theMISwith themaximumcardinality is

chosen as the set of active linksA. However, graph coloring

is a time-consuming operation; see Sect. 3.3. Thus, we pre-

sent a modified A-TxRx which is denoted as A-TxRxGreedy,

where we replace the function MaxMIS() in Line 10 and 26

with Greedy(). This function Greedy() constructs A by

greedily iterating through all the links in E starting from the

one with the longest transmission time. Link e is added to the

set A if e is not conflicting with any link that is already

included in A. Otherwise, link e is not selected to join A.

3.3 Analysis

We now compute the running time complexity of A-TxRx

for an arbitrary graph G with |V| nodes, whereby the

number of edges |E| of G is upper bounded by jV jðjV j � 1Þ,
i.e., G is fully connected. In particular, we have the fol-

lowing result.

Theorem 1 The running time complexity of A-TxRx is

OðjV j5Þ.

Proof All lines of A-TxRx take Oð1Þ except for lines 7,
8, 10, 13, 14, 24, 26, 40 and 31. In line 7, the function

ConflictG() takes OðjV j2Þ times to convert the original

graph G into a conflict graph G0. The reason is that every

edge in G is considered as a vertex in G0 and is connected

to its interfering links. Consequently, the number of ver-

tices in G0 is equal to the number of edges in G, which is

bounded by jVjðjV j � 1Þ. Similar for line 8, the time

complexity is also OðjV j2Þ because it considers the number

of vertices in G0. In line 10 and 26, the process of graph

coloring is performed. According to [20], the smallest-last

graph coloring algorithm has a time complexity of

OðjV 0j þ jE0jÞ for G0ðV 0;E0Þ. To calculate the total number

of edges in G0, we assume the worst case, whereby G is

fully connected. For any link, say eAB, there are 2jVj � 3

number of links originating from node B and directing to

node A that are in conflict with eAB. Hence, the total

number of edges in G0 is calculated as

ð2jVj � 3Þ � jV jðjV j � 1Þ. As a result, the time complexity

for line 10 and 26 is OðjVj2 þ jVj3Þ ¼ OðjVj3Þ. For line

13, 30, 14 and 31, in the worst case, every vertex v0 2 V 0 in
G0 is linked with only one vertex which represents its

corresponding opposite direction link, and thus the size of

the largest MIS, used as A, is equal to 1
2
jV jðjV j � 1Þ.

Similarly, in the worst case, the size of R is equal to
1
2
jVjðjV � 1jÞ. Therefore, line 12, 30, 14, 31 and 24 take at

most OðjVj2Þ time. Based on the above calculation,

A-TxRx has a time complexity of O
�
jV j2ðjV j3Þ

�
¼

OðjV j5Þ. h

Theorem 2 A-TxRx produces a collision free schedule.

Proof We use prove by contradiction. Suppose we have

two links transmitting and receiving at the same time;

specifically, eAB and exA or eAB and eBy are transmitting

concurrently, where x can be any node but A, y can be any

node but B. So we have two cases:

Case 1: These two interfering links start to transmit at

the same point in time. In this case, the two links are

activated in line 10. After the graph coloring process, only

links in one independent set are activated. Recall that, in an

independent set of a graph, no two vertices of the graph are

adjacent. This contradicts that the two links are interfering

with each other. This leaves the second case.

Case 2: One of these two conflicting links, say exA (or

eBy) starts to transmit while the other link, say eAB has not

finished its transmission. It indicates that the newly added

link is activated in line 26, which applied graph coloring to

a new graph G00. Note that in line 25, all the remaining links

including eAB and their neighboring links are deleted from

G00. Thus, any link that conflicts with link eAB does not exist

in graph G00. Hence, it contradicts that exA (or eBy) are

derived from line 25. As a result, it is impossible for

A-TxRx to derive a schedule with interference. h
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Theorem 3 A-TxRx generates a link schedule that is no

longer than dðGÞ ¼ lAt þ lBt for a bipartite graph topology

G(V, E).

Proof Let V1 and V2 be the two subsets of a bipartite

graph G(V, E) such that nodes in V1 (V2) have links only to

nodes in V2 (V1). Line 7 of A-TxRx generates the conflict

graph G0ðV 0;E0Þ from G. Notice that one can generate two

MISs, i.e., A and B, from G0; A (B) contains links ema-

nating from nodes in V1 (V2). Let i1 (i2) be a link emanating

from V1 (V2) with the longest air-time, i.e., ftði1Þ ¼ lAt ;

similarly, ftði2Þ ¼ lBt . Note that there can be multiple

number of links i1 and i2. Consider three possible cases:

(i) all links in A (B) have the same air-time, i.e., each link

in A (B) has an air-time lAt (lBt ), (ii) links i1 and i2 are

interfering with each other, and (iii) links i1 and i2 are not

interfering with each other.

For case (i), A-TxRx generates a schedule in which links

in B are activated after all links in A have completed their

air-times, resulting in dðGÞ ¼ lAt þ lBt . Specifically, Line

10–12 generate MIS A ¼ A and schedule all links in A

starting at time t ¼ 0 for lAt time unit,and G0 ¼ B. Line

14–19 generate F ¼ A because all links have the same

tfinish ¼ lAt , and thus Line 20–21 obtain t ¼ lAt , and R ¼ ;.
Therefore, in the second iteration of the loop in Line 8,

Line 10–12 generate MIS A ¼ B and schedule all links in

B starting at time t ¼ lAt for lBt time unit, and G0 ¼ ;.
Similar to for A, this iteration produces F ¼ B, and

R ¼ ;. Thus the algorithm completes with a schedule that

starts at t ¼ 0 for all links in A for lAt time unit, and

completes with all links in B that start from t ¼ lAt for lBt
time unit. Since the schedule completes at time lAt þ lBt , for

this case, A-TxRx generates the schedule with a super-

frame length of dðGÞ ¼ lAt þ lBt .

For case (ii), some links other than i2 can be activated at

the same time with links in A as long as they do not

interfere. However, since i2 and i1 are interfering links, i2

can be activated only after i1 has completed its lAt air-time;

i2 completes its air-time at time lAt þ lBt , meaning the

superframe length for this case is dðGÞ ¼ lAt þ lBt because

all links in A (B) complete no later than time lAt (lAt þ lBt ).

Specifically, Line 10–12 generate MIS A ¼ A and sched-

ule all links in A at time 0. Since R contains at least i1, and

G0 6¼ ;, in the second iteration, Line 24–27 schedule links

in B that do not interfere with the remaining links in R of

A that have air-time larger than tfinish. For Line 30, we

consider two possible cases: (ii.1) at least one additional

link from B has an air-time longer than the remaining air-

time of i1; (ii.2) the remaining air-time of i1 is the longest

among links in the new MIS. For case (ii.1), A-TxRx

iterates the else in Line 23, and eventually will generate an

MIS that contains only links in B, including i2, at time lAt .

At this stage, Line 24–26 generate N ¼ ; since nodes in

R ¼ G0 � V2 and the nodes are not neighbors of the others,

G00 ¼ ;, and A ¼ ;; thus Line 26 does not add more

links to SF, links that start at time lAt will complete for at

most lBt time unit, meaning the superframe length is

dðGÞ ¼ lAt þ lBt . For case (ii.2), A-TxRx will continue

iterating from Line 24 until reaching case (ii.1) or the

remaining air-time of i1 is zero. In either case, at time lAt ;R
will eventually contain links only from B, and as described

before, the links will be activated no longer than lBt time

unit, giving the superframe length of dðGÞ ¼ lAt þ lBt .

For case (iii), link i2 can be activated at the same time

with link i1 as long as its interfering link has completed its

air-time. Thus, for this case, A-TxRx generates schedule

with superframe length dðGÞ\lAt þ lBt . Specifically, when

A-TxRx reaches Line 24, N does not contain i2, and thus

the SF in Line 27 contains both i1 and i2, which eventually

reduces the superframe length of the schedule to less than

lAt þ lBt without interfering links.

Based on the above analysis, when i2 and i1 are

interfering links, i2 can be activated only after i1 has

completed its lAt air-time; i2 completes its air-time at time

lAt þ lBt , meaning the superframe length for this case is

dðGÞ ¼ lAt þ lBt because all links in A (B) complete no

later than at time lAt þ lBt . In general, an arbitrary bipartite

graph falls into case (iii), and thus A-TxRx should generate

schedule with superframe length dðGÞ\lAt þ lBt . h

4 Research methodology

To evaluate the performance of A-TxRx, we use MatGraph

[21], a Matlab toolkit to work with simple graphs. In our

experiments, all nodes are stationary and randomly located

on a square area. Note that channel error is not taken into

account in our experiments. In practice, retransmissions

due to channel errors can be accounted for by dimensioning

the transmission time accordingly. Moreover, directional

transmissions tend to have high gains. Otherwise, links

with poor channel condition can be omitted from the

topology.

We study the impact of the following parameters on the

performance of A-TxRx: node density, transmission radius,

node degree and selected MISs, as well as its running time.

The number of nodes ranges from 5 to 40 with an interval

of 5. The transmission radius ranges from 10 to 130 m with

an interval of 20 m. The network area ranges from 50m�
50m to 250m� 250m. The degree of each node varies from

2 to 10, assuming a total of 11 nodes. Five experiments are

conducted with one change to the network configuration
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while others are fixed; this will be made specific in the

result sections later. The results are an average of 20

simulation runs, each with a different topology.

We compare A-TxRx, which represents both A-TxRxGC
and A-TxRxGreedy, against 2P-1slot, 2P-node and Jazzy-

MAC [14], where A-TxRxGC is the algorithm adopts graph

coloring, and A-TxRxGreedy uses greedy searching.

Specifically, for both 2P-1slot and 2P-node, the scheduling

is done on time slot bases. The slot size is set to the longest

air-time among the active links in that slot. For 2P-1slot,

we color the conflict graph of a topology to yield its MIS.

Then, we activate all the links in the MIS to transmit in the

first time slot. These links then starts to receive in the

following time slot. For example, in slot i, where i is an odd

number, if eAB is activated, then link eBA will transmit in

slot iþ 1. For 2P-node, we perform a graph coloring on the

network graph instead of the conflict graph. After the MIS

with the most nodes is determined, all nodes in the MIS

transmit and become receiver in the next time slot. Then,

we remove the chosen nodes from the network graph and

repeat the above process until all links are activated at least

once. JazzyMAC also exploits TDMA but its slot length is

dynamic. It is initialized centrally and then works accord-

ing to the following fundamental rules: each node holds

one token for each of its links. When a node finishes its

transmission on a link, it passes the corresponding token to

the other end of the link. A node becomes a transmitter

when it holds the token for all its incident link(s). Other

details of JazzyMAC can be found in [14].

In each experiment, we collected the following metrics

with error bars indicate 95 % confidence interval:

• Superframe length. This is the total time duration for

each link to transmit at least once.

• Number of concurrent active links. It corresponds to the

average number of links that are operating concurrently

at each point in time. This also includes the number of

opportunistic links enabled outlined in Sect. 3.1. This

metric is significant because it reflects the capacity of

the WMN.

• Computation time. This is the time required for each

algorithm to calculate the schedule for a given topology

on a computer with an Intel Core i7 with 6 GB RAM.

5 Results

In the following sections, we present the results from our

experiments concerning node density, transmission radius,

node degree, running time and impact of the selected MIS.

5.1 Node density

In the first experiment, we study the effect of node density

on superframe length and number of concurrent links. The

number of nodes ranges from 5 to 40. The transmission

range of each node is set to 70.

From Fig. 5a, we see that the superframe length

increases when we add more nodes. The reason is that as

the number of nodes increases from 5 to 40, the number of

links grows from 15 to 1159. Thus, there are more inter-

fering links at each point in time (or during every time

slot). Additionally, in Fig. 5(a), we can also see that the

superframe length of A-TxRx is significantly shorter than

2P-1slot and 2P-node, i.e., less than half as long. The

reason is that, in 2P-1slot and 2P-node, as long as the MIS

is determined, all links in the MIS are regarded as a group

(a)

(b)

Fig. 5 Superframe length a and average number of active links at

each time point b under different node densities
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of links that are assigned with the transmission right in the

following time slot for the same period of time to operate

and finish their transmission. However, among this group

of links, some links may end their transmission sooner, i.e.,

have a shorter air-time than the allocated slot duration. As a

result, part of the channel will be idle. For A-TxRx, as long

as one link finishes transmission, the largest set of new

non-conflicting links are activated immediately to make

maximum use of transmitting channel.

In Fig. 5(b), except for JazzyMAC, we extended 2P-

1slot, 2P-node and A-TxRx by implementing opportunistic

scheduling. Note that opportunistic links do not affect the

superframe length. As shown, 2P-1slot produces about

25 % more concurrent links as compared to A-TxRx,

especially for high density networks, i.e., when number of

nodes reaches 40. The key reason is because 2P-1slot can

add more opportunistic links due to the longer slot time.

Both A-TxRx and 2P-1slot significantly outperform 2P-

node and JazzyMAC. The reason 2P-node generates much

less concurrent links is that 2P-node select transmitting

links in a node bases. If one incident link of a node is

determined to be an interfering link, then none of the other

incident links of this node can be activated to transmit even

if such links are non-interfering. For JazzyMAC, it also has

less concurrent links because it is impossible to extend

JazzyMAC with opportunistic scheduling.

To quantify the benefits of opportunistic scheduling, we

repeat the experiments for A-TxRx. Fig. 6 compares the

number of concurrent links with and without opportunistic

scheduling for A-TxRx. We can see that when oppor-

tunistic scheduling is implemented, there are about 20 %

more links as we add an increasing number of nodes whilst

keeping the network area fixed.

Furthermore, by comparing A-TxRxGC and

A-TxRxGreedy, we find that for small amount of nodes, i.e.,

nodes less than 15, these two algorithms have exactly the

same performance. However, as the number of nodes

increases from 15 to 40, A-TxRxGC shows a slightly

superior performance than A-TxRxGreedy of around 8 %

shorter superframe length and around 10 % more concur-

rent links. This is because A-TxRxGC tends to activate the

largest MIS among all MISs generated by graph coloring.

While in A-TxRxGreedy, the set of activated links is simply

a random MIS. Hence, the A of A-TxRxGC is most likely to

contain more links than that of A-TxRxGreedy. For this

reason, A-TxRxGC activates more links in each iteration,

and thus leads to a shorter superframe length.

5.2 Transmission radius

In this experiment, we evaluate the performance of all

algorithms when we change the transmission range of

nodes. There are 15 nodes located on a square area of

100� 100m2. The air-time range is from one to 10 time

units.

Figure 7(a) shows that when the transmission range

increases from 10 to 90 m, the superframe length of all

four algorithms increases linearly. The superframe length

of A-TxRx increases by 12 units after we increase the

transmission range by a step size of 40 m.

Fig. 6 Improvement in the number of concurrent links with

opportunistic scheduling

(a)

(b)

Fig. 7 Superframe length a and average number of active links at

each time point b under different transmission radii
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Correspondingly, 2P-1slot, 2P-node and JazzyMAC expe-

rienced an approximate increase of 30, 20, and 16 time

units. For small transmission range, i.e., 10 m, the possi-

bility of establishing a link between two nodes is small, and

thus there are only an average of 6.8 links in total. On the

other hand, increasing the transmission range to 110 m

increases the possibility of establishing links, which also

increases the superframe length since more links need to be

scheduled. For the range, there are on average 208.7 links

in the network, and thus the network becomes almost fully

connected, whereby every node is connected with all other

nodes. Thus, transmission ranges from 110 to 150 m pro-

duce almost the same conflict graph. As a result, the

superframe length of A-TxRx, 2P-1slot, 2P-node and Jaz-

zyMAC becomes almost constant at values of 66, 243, 145

and 99 respectively. We can see that the difference

between the superframe length of A-TxRx and that of the

other three algorithms more than doubles at transmission

range of 50 and 110 m. This shows that A-TxRx is par-

ticularly advantageous over the other three algorithms

when the transmission range is large.

Figure 7(b) shows the average number of links that are

active at each point in time under different transmission

range. We can see that the number of concurrent links of

A-TxRx increases and reaches its peak value of 24 when

the transmission range is 90 m. With increased transmis-

sion radius, the graph becomes fully connected, resulting in

the number of concurrent links fixes at around 23,

regardless of the randomness in nodes distribution. How-

ever, for 2P-1slot, after it reaches a peak value of 21 at

90 m, the number of links notably decreases to 15, and then

becomes steady around 12. This is because for a fully

connected graph, excluding opportunistic links, when 2P-

1slot first performs graph coloring, only 14 links can be

activated. To be specific, these 14 links originated from 14

different nodes and are directed to the same destination

node, say node A. After removing these 14 links, node

A becomes disconnected from the network graph. As a

result, during the second graph coloring process, there will

only be 13 active links. Hence, the number of transmitting

links decreases from 14 links (slot one) to one link (last

slot). Thus, the average number of concurrent links is less

than

Pi¼14

i¼1
i

14
¼ 7:5. Although opportunistic links can be

added to increase the total number of links in each slot,

only the links with air-time that is less than the slot dura-

tion can be selected and activated in the current slot.

5.3 Node degree

In this experiment, the number of nodes is set to 11. The

degree of all nodes is the same and varies from two to 10.

We study the relationship between node degree and

superframe length, and also the influence of superframe

length and total number of links on delays.

Figure 8(a) shows that the superframe length of A-TxRx

increases linearly from 18 to 56 as the node degree rises.

This is because the total number of links d � n is a linear

function, where d represents the degree of nodes that

increases from two to 10, and n is the number of nodes that

is set to 11. Interestingly, we can see that when the number

of degrees of each node ranges from two to eight, the

superframe lengths of JazzyMAC and A-TxRx are very

close to each other. Then as the node degree increases from

eight to 10, the superframe length of 2P-1slot, 2P-node and

JazzyMAC rises by a dramatic 130, 80 and 46 % respec-

tively. This can be explained using Fig. 8(b). We see that

there are significantly fewer number of concurrent links for

2P-1slot, 2P-node and JazzyMAC when node degree

increases from eight to 10.

5.4 Computation time

We now measure and compare the computation time

required for each algorithm to compute the schedule for a

given topology. Fig. 9(a, b) have the same network con-

figuration as used in Sect. 5.1 and 5.3 respectively.

(a)

(b)

Fig. 8 Superframe length a and average number of active links

b under different node degrees
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Figure 9(a) shows the computation time of each algo-

rithm under different number of nodes. Note, the time

required for 2P-node and JazzyMAC is less than 0.1 s,

which is much smaller than A-TxRx. In particular, when

there are 40 nodes, the computation time of 2P-node and

JazzyMAC is only 0.02 % of that of A-TxRx. The main

reason is because 2P-node and JazzyMAC runs a graph

coloring algorithm on the network topology as opposed to

its corresponding conflict graph, which contains up to |E|

nodes and
jEjðjEjþ1Þ

2
edges. In addition, 2P-1slot also has a

faster running time than A-TxRx, i.e., up to three times

faster. This is because 2P-1slot only runs every other slot.

Specifically, after computing the transmitters of slot i, these

transmitters become receivers in slot iþ 1.

Figure 9(b) shows the algorithm running time with

increasing node degrees. We see that the running time for

all algorithms increases as the node degree rises. This is

because the existence of more links. To be specific, 22

more links are established as node degree increases by two.

Interestingly, the computation time for A-TxRx increases

from 1 to 3 s. This is due to the number of edges in the

conflict graph, which increases by 30 times from 31 to 995.

Hence, the graph coloring process requires more time,

which incurs a longer computation time.

We find that A-TxRxGreedy is on average 10 % faster

than A-TxRxGC. The reason is that the time complexity of

the function Greedy() in line 10 and 26 of A-TxRxGreedy is

OðjV j2Þ as compared to MaxMIS(), which has a run time of

OðjV j3Þ.

5.5 Impact of choosing different MIS for A-TxRxGC

An interesting question that arises is whether the selection

of different MISs of A-TxRxGC have any influence on the

superframe length and the number of concurrent links. To

answer this question, we compare the superframe length

and number of concurrent links for the following cases:

(i) largest MIS, which has the largest cardinality; (ii)

longest MIS, which contains the link with the longest air-

time; (iii) shortest MIS; and (iv) random MIS.

(a)

(b)

Fig. 10 Superframe length a and number of concurrent links b under

different node degrees

(a)

(b)

Fig. 9 Computation time under different node densities a and

different node degrees b
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Figure 10(a, b) show the superframe length and number

of concurrent links when the degree of each node increases

from 2 to 10 for a network of 11 nodes. Observe that the

choice of MIS does not have any significant impact on the

performance of A-TxRxGC . The reason is that A-TxRxGC
repeatedly performs graph coloring on the updated network

graph. In this way, links are almost evenly assigned into

different MISs. Thus, the disparity between the size or air-

time length of the MISs is too slight to make a difference.

Therefore, A-TxRxGC is insensitive to MIS selection.

6 Conclusion

This paper has studied link scheduling in MTR WMNs

whereby nodes have the capability to form multiple links

simultaneously. We propose a novel scheduling algorithm

called A-TxRx that maximizes the number of concurrent

transmissions at any point of time to boost network

capacity as well as to minimize superframe length. A-TxRx

is the first centralized algorithm that schedules links with

different link weights on a general network topology. For

MTR WMNs where the air-time for each link is given as a

link weight, A-TxRx activates links whenever a link fin-

ishes transmission, whereby it adds links that are not in

conflict with on-going transmissions/receptions. The results

show that this rule enables A-TxRx to yield smaller

superframe lengths, and hence higher network capacity, as

compared to state-of-the-art approaches. Specifically, our

results show A-TxRx to have superior performance with up

to 70 % shorter superframe lengths and 60 % more con-

current links as compared to 2P and JazzyMAC. As a

future work, we intend to investigate scenarios when there

are insufficient directional antennas for a node to com-

municate with all neighbors. Another possible direction is

to develop a distributed algorithm that matches the per-

formance of A-TxRx. Lastly, it will be interesting to con-

sider admission control; e.g., [22].
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