

**الگوریتم ژنتیک جدید سازگار برای تشخیص ساختار جامعه**

**چكيده**

 ساختارهاي اجتماعي در شبكه‌اي وجود دارد كه داراي پيچيدگي‌هاي زيستي، اجتماعی، تکنولوژیکی و حاوی اطلاعات مهم باشد. ساختارهای شبکه و جامعه در سیستم‌های کامپیوتری به ترتیب توسط نمودارها و زیرگراف‌ها نمایش داده می‌شود. مسئله تشخیص ساختار جامعه یک مسئله‌‌ی NP سخت است، به ویژه نتایج نهایی بهترین ساختارهای اجتماعی برای شبکه‌های بزرگ پیچیده ناشناخته هستند. در این مقاله، برای حل مسئله تشخیص ساختار جامعه یک الگوریتم مبتنی بر الگوریتم ژنتیک، AGA-net که یکی از تکنیک‌های تکاملی است پیشنهاد شده است. این الگوریتم دارای ویژگی همگرایی سریعی به مقدار بهینه بدون اینکه در بهینه محلی به دام بیافتد است بنابراین توسط پارامترهای جدید پشتیبانی شده است. شبکه دنیای واقعی که اغلب در کارهای گذشته استفاده می‌شود به‌عنوان داده‌های آزمایشی مورد استفاده قرار گرفته و نتایج به دست آمده با10 الگوریتم متفاوت مقایسه شده است. پس از تجزیه‌وتحلیل نتایج آزمون مشاهده شده است که الگوریتم پیشنهادی نتایج خوبی در مورد شبکه‌های پیچیده ارائه می‌دهد.

**کلیدواژه‌ها:** بهینه‌سازی ترکیبی، تشخیص ساختار جامعه، شبکه‌های پیچیده، محاسبات تکاملی، الگوریتم ژنتیک، ماژولار بودن

**1. معرفی**

درک شبکه‌ها اطلاعات مهمی درباره استخراج اطلاعات معنی‌دار از سیستم‌های پیچیده ارائه می‌دهد. در بیان معنی‌دار اطلاعات از این شبکه‌ها، اهمیت ساختارهایی که با عنوان ساختارهای اجتماعی نامگذاری شده‌اند، زیاد است. ساختارهای گراف برای ارائه شبکه‌های جهان واقعی استفاده می‌شوند. ساختارهای اجتماعی یا خوشه‌ها می‌تواند به‌عنوان زیرگراف محسوب شود که در ساختارهای گراف به طور جزئی یا کاملا مستقل از یکدیگر هستند. به‌عنوان مثال، بافت یا اندام‌هایی که در بدن انسان نقش مشابه‌ای دارند به‌عنوان خوشه‌ها در نظر گرفته می‌شوند [1]. تشخیص ساختار جامعه (CSD) برای درک شبکه‌های زیست‌شناسی، اقتصادی، اجتماعی، فن‌آوری و غیره مهم است. این شبکه‌ها می‌توانند شبکه‌های مصنوعی یا دنیای واقعی باشند. در دنیای واقعی شبکه‌ها می‌توانند از نمونه‌هایی مانند شبکه‌های ساختار اقتصادی [2]، شبکه‌های غذایی [3]، شبکه‌های تعامل شیمیایی بین پروتئین‌ها و مولکول‌ها در سلول‌‎ها [4-6] و شبکه‌های اجتماعی مانند شبکه‌های تعیین دوستی در گروه‌ها، شبکه‌های تحلیل رابطه و شبکه‌های تشخیص حملات تروریستی باشند [7].

اشیاء و اتصالات در شبکه‌ها به ترتیب با گره‌ها و لبه‌ها ارائه می‌شوند. ساختارهای گراف که برای نشان دادن شبکه‌های داده شده مورد استفاده قرار می‌گیرند به‌عنوان ساده‌ترین شکل از شبکه‌های نامنظم نامیده می‌شوند [8].

مسئله کاوش جامعه (CMP) به کشف زیرگراف معنی‌دار در بسیاری از داده‌های شبکه‌های پیچیده اشاره دارد [9]. در این مقاله، بسیاری از داده‌های دنیای واقعی توسط CMP تجزیه‌وتحلیل شده و نتایج به دست آمده در بخش نتایج تجربی نشان داده شده است.

روش‌های متعددی برای تشخیص ساختارهای جامعه در شبکه‌های پیچیده کشور ایجاد شده است. این روش‌ها براساس بسیاری از ویژگی‌ها که در عین تعریف در مورد به دست آوردن بهترین نتیجه به دست نمی‌آیند، نتایج موفقیت‌آمیزی به همراه داشته‌اند. کارآیی الگوریتم‌های کارهای پیشین در شبکه‌های بزرگ بسیار پایین است. علاوه براین، برای تشخیص جامعه، الگوریتم‌های بسیاری نیاز به دانش قبلی مانند تعداد جوامع دارند. گروه‌بندی مطلوب در شبکه یک مشکل بسیار دشوار است. بنابراین، مسئله CSD یک مسئله سخت در زمان چندجمله‌های غیردقیق (NP-H) است [10، 11].

معمولا برای حل مسائل پیچیده مانند CSD دو روش متفاوت پیشنهاد می‌شود. این روش‌ها دقیق و (متا) اکتشافی هستند [12]. از این دو روش، روش(متا) اکتشافی می‌تواند راه‌حل‌های راحت‌تری را برای مسائل پیچیده از روش‌های دقیق فراهم آورد. الگوریتم‌هایی مانند ممتیک و ژنتیک با روش‌های متا اکتشافی تحت پوشش قرار می‌گیرند و به عنوان الگوریتم‌های الهام گرفته از زیست‌شناسی شناخته می‌شوند [12]. این الگوریتم‌ها از معیارهای مختلف جامعه بنابه روش‌های خود در مسائل CSD استفاده می‌کنند. رایج‌ترین معیار اندازه‌گیری که اخیرا توسط گیرمان و نیومن استفاده شده است، معیار modularity Q است [13، 14].

الگوریتم شناخته شده‌ای که وجود دارد، الگوریتم تشخیص جامعه Girman-Newman (GN) است[13، 15]. الگوریتم Fast Newman (FN) یک الگوریتم براساس حداکثر ماژولار بودن Q [16] است. به‌طورمشابه، الگوریتم دیگری براساس حداکثر ماژول Q است که، الگوریتم سریع انحلال (fast unfolding) نامیده می‌شود [17]. علاوه براین الگوریتم‌هایی مانند Random Walks [18]، Eigenvectors [19]، انتشار علامت (LP) [20] روش Spin Glass Type Potts [21] و الگوریتم LTE (گسترش انسجام محلی) [22] در کارهای پیشین استفاده شده است. FN [16]، الگوریتم تشخیص جامعه برای شبکه‌های بزرگ است که توسط Clauseset و همکارانش ارائه شده است [23]، الگوریتم بهینه‌سازی فوق‌العاده [24] و الگوریتم‌های دیگری مانند این‌ها دارای پیچیدگی O (e3) از نظر پیچیدگی زمانی هستند. در اینجا e به تعداد لبه‌ها اشاره دارد [25].

پیچیدگی زمانی در حجم بزرگ مانند اندازه شبکه افزایش می‌یابد. در شبکه‌های کوچک یا منظم، تشخیص جامعه می‌تواند به راحتی با الگوریتم‌های ارائه شده در بالا انجام شود، اما هنگامی‌که اندازه شبکه افزایش می‌یابد، الگوریتم‌های موجود از لحاظ عملکرد و موفقیت کافی نیستند. همچنین هنگامی که ورود دانش پیشین به این الگوریتم‌ها اجباری باشد، کشف الگوریتم جدید و کارآمد اجتناب‌ناپذیر است. با توجه به این نیاز، مسائل CSD برای حل با الگوریتم‌هایی مانند الگوریتم ژنتیک، الگوریتم بهینه‌سازی ذرات ، الگوریتم بهینه‌سازی کلونی مورچه، الگوریتم‌های ممتیکی مورد آزمایش قرار گرفته‌اند. در این مقاله الگوریتم ژنتیک که یکی از الگوریتم‌های فوق است ساختار اصلی الگوریتم پیشنهادی را تشکیل می‌دهد. در حال حاضر الگوریتم ژنتیک از نظر محاسبات، پیچیدگی زمان و همگرایی در مسائل NP سخت بسیار موفق عمل کرده است و تقریبا در اکثر مسائل در کارهای پیشین مورد استفاده قرار گرفته است. برای اولین بار Tasgin و همکارانش [26] از الگوریتم ژنتیک در مسئله CSD استفاده کردند. روشی که آنها توسعه دادند باعنوان GATB (یا GATHB [27] نامگذاری شده است) [25]. بعد از آن شروع به استفاده‌ی گسترده از الگوریتم ژنتیک در مسائل CSD شد. به‌طورخاص، برای به‌دست آوردن مقدار مطلوب Q به روشی ارزان‌تر نیاز است که، روش‌های بسیاری با چندین تغییر در روش ژنتیک توسعه یافته، مانند جهش (mutation)، ترکیب (crossover)، انتخاب و غیره این کار را انجام داده‌‌اند.

Shi و همکارانش برای حل مسئله CSD با استفاده از الگوریتم ژنتیک مبتنی بر الگوریتم GACD [28] تلاش کردند. آنها روش خود را با شبکه‌های دنیای واقعی که در کارهای گذشته بسیار زیادی استفاده شده بود آزمایش کردند و نتایج را با GN [13]، GN Fast [23] و GATB [25] مقایسه کردند. هنگامی که نتایج به دست آمده تجزیه و تحلیل شد، دریافتند که الگوریتم‌های مبتنی بر الگوریتم ژنتیک مانند GACD و GATB برای حل مسائل CSD کاملا موثر هستند. روش‌های توسعه یافته مبتنی بر الگوریتم ژنتیک مزایای بسیاری دارد. به عنوان مثال GATB [25] دارای پیچیدگی زمانی O (e) است و هیچ دانش قبلی برای CSD نیاز ندارد. در این مقاله، یک رویکرد جدید مبتنی بر الگوریتم ژنتیک ارائه شده است که بانام AGA-net نامگذاری شده است. AGA-net دارای پیچیدگی زمان O (e) است و نیاز به دانش قبلی ندارد. الگوریتم پیشنهاد شده مبتنی بر طراحی سازگاری از الگوریتم ژنتیک برای دستیابی به مناسب‌ترین راه‌حل در زمان کمتری برای مسئله CSD است. AGA-net در شبکه‌های داده شده در بخش 3 مورد آزمایش قرار گرفته و نتایج بدست آمده با برخی از الگوریتم‌های موجود در کارهای پیشین مقایسه شد (بخش 3 را ببینید).

**1.1 تشخیص ساختار جامعه**

هنگامی که شبکه داده شده با ساختار گراف، ساختار جامعه را به دست آورد می‌تواند به عنوان زیرگرافی محسوب شود که دارای کیفیت یا کمیتی مانند حداکثر ویژگی مشترک در خود، تعداد تعاملات، شباهت‌های موقعیتی و غیره است. گره‌هایی که عناصر این ساختارها هستند باید حداکثر تعامل و خواص مشترک را با گره‌های جامعه خود و تعامل کمتر و خواص مشترک را با گره‌های جامعه دیگر داشته باشند. گروهی از مردم که در محیط اجتماعی دارای ارتباطات قوی در شبکه‌های زیست محیطی هستند با یکدیگر و خوشه‌ای از کامپیوترها حداکثر همکاری و تبادل اطلاعات را دارند.

فرض کنید که ساختار گراف G(V,E) نشان‌دهنده یک شبکه نامنظم و بدون وزن باشد. گراف G دارای V گره (رأس) و مجموعه‌ای از لبه ها (یال‌ها) E است.



به‌طوری‌که i، j، n و m به‌ترتیب نشان‌دهنده اندیس گره، اندیس لبه یا یال، تعداد گره و تعداد لبه‎‌ها هستند. فرض کنید ماتریس همجواری (adjacency) را با Adj و با اندازه nxn تعریف کنیم و فرض کنید ماتریس Adj ارتباط عناصر مجموعه V توسط عناصر از مجموعه E را نشان می‌دهد. ماتریس همجواری توسط معادله (1) تولید می‌شود [23].



مدولاسیون Q برای گراف G در معادله (2) داده شده است. تابع برازش توسط نیومن و گیروان در مقاله‌ای با نام Finding and Evaluating Community Structure in Network پیشنهاد شده است [15].



به‌طوری‌که Q باعنوان modularity Q نامیده می‌شود و تابع هدف، حداکثر کردن است. $adj\_{(i,j)}$ نشان‌دهنده ماتریس مجاورت گراف داده شده است. m تعداد کل لبه در شبکه را نشان می‌دهد و توسط معادله (3) محاسبه می‌شود. ki نشان‌دهنده‌ی درجه ith گره، kj نشان‌دهنده‌ی درجه گره j است و مثالی از Ki را می‌توان با معادله (4) محاسبه کرد. Ci و Cj نشان‌دهنده ith و jth گره جامعه هستند. $δ(C\_{i},C\_{j})$ یک تابع است که نشان‌دهنده‌ی i امین و j امین گره موجود در یک جامعه مشابه است. تابع $δ(C\_{i},C\_{j})$ توسط معادله (5) محاسبه می‌شود.



تشخیص ساختار جامعه با توجه به مقدار برازش با استفاده از Tasgin و همکارانش در سال 2007 بانام تشخیص جامعه در شبکه‌های مجتمع با استفاده از الگوریتم‌های ژنتیک انجام شده است [26]. در مقاله مشخص شده، الگوریتم پیشنهاد شده بانام GATHB [26، 27] نامگذاری شده است. پس از انتشار این مقاله، الگوریتم‌های تکاملی بسیاری برای مسائل CSD اعمال شد. الگوریتم AGA-net که ما پیشنهاد دادیم از تابع هدف یکسانی مانند الگوریتم GATHB استفاده کرده است که در معادله (2) نشان داده شده است.

**1.2 الگوریتم ژنتیک**

GA ها برای اولین بار توسط جان هلند در دهه 1960 نوشته شده و سپس توسط هلند و دانش‌جویان و همکارانش در دانشگاه میشیگان در دهه 1960 و 1970 توسعه یافته است. هدف هلند این بود که پدیده "سازگاری" را که در طبیعت اتفاق می‌افتد درک کند و روش‌هایی را که مکانیسم‌های سازگاری طبیعی را توسعه می‌دهند، توسعه دهد. کتاب اقتباس از طبیعت و سیستم‌های مصنوعی (هلند، 1975) GA را به عنوان انتزاعی از تکامل بیولوژیکی و چارچوب نظری برای انطباق تحت GA ارائه داده است [29]. GA یک الگوریتم مبتنی بر جمعیت است و می‌تواند بدون نیاز به هیچ مدلی یا دانش قبلی یا مفروضاتی عمل کند. بنابراین این الگوریتم را می‌توان برای مسائل و ساختار کلی با ویژگی خاص اعمال کرد.

**2. الگوریتم پیشنهادی**

در این مقاله برای حل مشکل CSD، الگوریتم AGA-net پیشنهاد شده است که براساس الگوریتم ژنتیک است. همانطور که هر گره از شبکه در مسئله CSD تعداد محدودی همسایه دارد احتمال اینکه همسایه انتخاب شده دوباره انتخاب شود بسیار بالا است. این وضعیت، جستجو برای بهترین راه‌حل ممکن است و باعث ورود به چرخه حیرت‌انگیز در شبکه‌های مختلف می‌شود. این مشکل با کمک اپراتورهای ژنتیکی که در بخش 2.4 ارائه شده قابل حل است. بنابراین برای همگرایی سریع به بهترین راه‌حل، راه‌حل‌های بهتر توسط نخبه‌گرایی انتخاب شده و از طریق مکانیزم ترکیب و جهش مهار می‌شوند. الگوریتم پیشنهاد شده دارای ویژگی همگرایی بهترین مدولار Q بدون اینکه در بهینه محلی قرار داشته باشد است. AGA-net دارای پیچیدگی زمانی خطی است. علاوه‌بر پارامترهای اساسی و عملگرهای الگوریتم ژنتیک استاندارد، تغییرات خاصی برای مسائل CSD و پارامترهای جدید انجام گرفته است. الگوریتم پیشنهادی باعنوان الگوریتم ژنتیک سازگار (AGA-net) نامگذاری شده است. اصطلاح تطبیقی ​​که در اینجا استفاده می‌شود نشان می‌دهد که هر مکانیسم الگوریتم را می‌توان به تمام شبکه‌ها منطبق کرد. الگوریتم پیشنهاد شده می‌تواند بر روی تمام شبکه‌ها در CSD بدون وابستگی به هر داده داخلی یا خارجی با پارامترهای خاص جدید اعمال شود. مراحل الگوریتم پیشنهاد شده در زیر بخش‌های جداگانه بیان شده است.

 **2.1 نحوه نمایش ژنتیک**

الگوریتم پیشنهادی از ساختار همجواری براساس مکان (LAR) برای نمایش براساس نمودار استفاده می‌کند [30]. هر ژن در کروموزوم دارای دو نوع اطلاعات متفاوت است (communityID و populationID). اطلاعات در مورد آنها در شکل 1 بیان شده است. اولین اطلاعات گره همسایه از گره ith انتخاب شده از بین همسایه‌ها را به‌طور تصادفی ذخیره می‌کند. اطلاعات دوم اطلاعات دانش جامعه (CommunityID) از گره ith برای جوامع تولید شده توسط اولین اطلاعات است. یک نمونه از شبکه با 8 گره در شکل 1 (الف) داده شده است، شکل 1(ب) یک نمونه از کروموزوم‌های تولید شده براساس شبکه داده شده و شکل1 (ج) ساختارهای اجتماعی تولید شده از اطلاعات کروموزوم داده شده را نشان می‌دهد. ساختارهای جامعه به دست آمده در رنگ‌های مختلف داده شده‌اند.



کروموزوم داده شده در شکل1 (ب) توسط 3 آرایه مختلف نشان داده شده است که اطلاعات مربوط به ID، populationID و CommunityID را نگه می‌دارد. آرایه اول شماره توالی گره، آرایه دوم گره‌های همسایه انتخاب شده و آرایه سوم اطلاعات مربوط به جامعه گره را نگه می‌دارد.

**2.2 جمعیت اولیه**

الگوریتم پیشنهاد شده کروموزوم را مانند اندازه جمعیت در ابتدای فرآیند تولید می‌کند. هر ژن در کروموزوم یک گره را نشان می‌دهد. دومین آرایه از آرایه‌های داده شده در شکل1 (ب) گره‌ای متناظر با همسایه را براساس ID آن انتخاب می‌کند. پس از آنکه تمام جمعیت تشکیل شد، آرایه 3 با توجه به آرایه 2 که در شکل داده شده است شکل می‌گیرد. آرایه دوم که در شکل 1 (ب) نشان داده شده است کل جامعه را در طول محاسبات modularity Q فراهم می‌کند.

درحالی‌که به هنگام تعیین CommunityID ژن در داخل کروموزوم باید با ژن موجود همسایه باشد. براساس این اصل، فضای راه‌حل محدود می‌شود و موجب صرفه‌جویی در زمان می‌شود.

**2.3 تابع برازندگی**

در این مقاله، modularity Q به‌عنوان تابع برازندگی استفاده می‌شود. این معیار ابتدا توسط نیومن و گیروان [15] در سال 2004 استفاده شد. این تابع در معادله 2 داده شده است. مسئله CSD را می‌توان به‌عنوان مسئله بهینه‌سازی ترکیبی با توجه به تابع هدف مشخص شده در نظر گرفت. تابع هدف در بهترین خوشه‌بندی گراف، به حداکثر مقدار Q می‌رسد. مقدار Q در محدوده -1 تا +1 متغیر است.

**2.4 عملگرهای ژنتیک**

نخبه‌کشی (elitism)، انتخاب، ترکیب (crossover) و جهش (mutation) در الگوریتم پیشنهادی مورد استفاده قرار گرفته است. پارامترهای هر عملگر که در این فرایند مورد استفاده قرار گرفته با مسئله CSD برای رسیدن به مناسب‌ترین راه‌حل سازگار است. برخلاف الگوریتم ژنتیک استاندارد جدید، پارامترها در عملگرهای نخبه‌کشی، ترکیب و جهش گنجانده شده‌اند. عملگرها و پارامترهای پیشنهاد شده توسط الگوریتم AGA-net با جزئیات در زیر ارائه شده است.

**نخبه‌کشی (elitism):** این عملگر در دو مرحله از الگوریتم استفاده می‌شود. در مرحله اول، برای انتقال کروموزوم با نرخ elitismRate (٪) انتخاب می‌شود که بهترین مقدار Q در جمعیت را به نسل بعدی به همراه دارد. در مرحله دوم، کروموزوم‌های جدید با مقادیر Q بهتر با کروموزوم بد جایگزین می‌شوند. نرخ elitism از حذف بدترین کروموزوم از خوشه را تضمین می‌کند. این پارامتر با نرخ‌های کوچک برای کاهش تنوع انتخاب کروموزوم مناسب نیست.

**انتخاب (selection)**: فرآیند تولید نسل جدید با انتخاب چرخ رولت (RWS) انجام می‌شود [31]. در الگوریتم پیشنهادی، فرآیند انتخاب براساس روش RWS به شرح زیر انجام می‌شود.

• مقدار برازندگی هر کروموزوم محاسبه شده و مجموع تمام مقادیر برازندگی کروموزوم‌ها در جمعیت توسط معادله (6) محاسبه می‌شود.



• احتمال انتخاب هر کروموزوم با معادله (7) محاسبه می‌شود.



• مجموع تجمعی برای هر کروموزوم محاسبه می‌شود و احتمال تجمع با معادله (8) تعیین می‌شود.



• اعداد تصادفی بین 0 و 1 تولید می‌شود. یک کروموزوم با توجه به محدوده‌ی Qt اعداد تولید شده انتخاب می‌شود. بنابراین، کروموزوم‌ها باید برای انتقال به نسل بعدی باید انتخاب شوند.

**ترکیب (crossover):** دو پارامتر مختلف مرتبط با این عملگر توسط نام‌های نرخ ترکیب (CR) و انتخاب ترکیب (CC) تعریف شده است. پارامترهای CR موجب ترکیب افراد در جمعیت قرار می‎شوند و تعداد تکرار فر‌آیند مورد بررسی قرار می‌گیرد. سپس پارامتر CC موجب تولید دنباله کنترل تغییر برای جفت کروموزوم‌ها تحت فرآیند ترکیب می‌گردد. به‌طوری‌که مقدار CC اگر کوچکتر از عدد تصادفی تولید شده باشد، 0 می‌گردد و اگر بزرگتر باشد مقدار 1 را می‌گیرد. فرآیند ترکیب رخ داده در شکل 2 نشان داده شده است.



**جهش ( Mutation):** در الگوریتم پیشنهاد شده، فرآیند جهش در دو مورد انجام می‌شود، یک نقطه‌ای و چند نقطه‌ای. اولی جهش تک‌نقطه‌ای و دومی جهش چندنقطه‌ای است. همچنین دو پارامتر در روند جهش استفاده شده است. اولین پارامتر نرخ جهش (MR) و پارامتر دوم نرخ جهش چندنقطه‌ای (multiP) است. پارامتر MR با نسبت کوچک انتخاب شده است و تعیین خواهد کرد که آیا کروموزوم ورودی جهش می‌یابد یا نه. پارامتر multiP اجازه می‌دهد تا یکی از گزینه‌های جهش تک نقطه‌ای یا چندنقطه‌ای انتخاب شود. اگر مقدار این پارامتر کمتر از مقدار تولید شده به‌طور تصادفی باشد، جهش تک‌نقطه‌ای انتخاب می‌شود، اما اگر برابر یا بزرگتر از مقدار تولید شده به‌طور تصادفی باشد جهش چندنقطه‌ای اعمال می‌شود. نمونه‌های نمایشی نشان‌دهنده این روند در شکل 3 نشان داده شده است. در اینجا، هر ژن انتخاب شده توسط شرایط همسایگی، جهش یافته است (به شکل 1(الف) مراجعه شود).



**3. نتایج تجربی**

در این بخش، الگوریتم AGA-net بر روی 5 شبکه واقعی که مربوط به (Z) Zachary’s Karate Club، (D) شبکه اجتماعی دلفینها [33]، (A) کالج فوتبال آمریکایی [13]، (B) کتاب‌هایی درباره سیاست ایالات متحده [14] و (C) تعاملات Cattle Protein (IntAct) [34] است آزمایش شده است. این شبکه‌ها به‌صورت غیرمستقیم و بدون وزن سازماندهی شده‌اند. هر گره در شبکه توسط شناسه مشخص می‌شود. برای مثال گره اول شبکه تعاملات Cattle Protein (IntAct) که AATM\_BOVIN است [35] با شناسایی 1 مشخص شده است. شبکه‌ها و خواص مورد استفاده آنها در آزمایشات جدول 1 ارائه شده است. تمام آزمایشات بر روی کامپیوتری انجام شده است که دارای مشخصات زیر است:

سیستم عامل مایکروسافت ویندوز 7 (x64) ، پردازنده اینتل هفت هسته‌ای (TM) i7-3632QM ،2.20 گیگاهرتز و 4 گیگابایت رم.



\* تعداد گره‌ها و یال‌های داده شده پس از تبدیل شبکه‌ها به گره‌های نامنظم وبدون وزن با کم کردن گره‌های دارای ویژگی‌های خودحلقه به دست آمده است.

الگوریتم 50 بار بر روی شبکه‌های جدول 1 انجام شده است. حداکثر Q، میانگین Q و انحراف معیار به‌عنوان نتایج آزمون ثبت شده است. تعداد جمعیت مورد استفاده در آزمایش‌ها با توجه به اندازه شبکه متفاوت است. تعداد جمعیتی که برای شبکه‌ها استفاده می‌شود، طبق جدول 1، به‌ترتیب 20، 30، 100، 80 و 50 است. همچنین برای پارامترهای دیگر مقادیر زیر استفاده شده است؛ نرخ جهش 0.05 ، نرخ ترکیب 0.8، انتخاب ترکیب 0.5، نرخ جهش 0.2 و نرخ جهش چندنقطه‌ای 0.4. این پارامترها مورد آزمایش قرار گرفته‌اند و تاثیر این مقادیر در الگوریتم از طریق آزمایش و خطا ارزیابی شده است. بهترین نتایج در این زمینه از این مقدار پارامترها برای همه شبکه‌ها بدست آمده است.

نتایج تجربی الگوریتم پیشنهاد شده با الگوریتم‌های داده شده در جدول 2 مقایسه شده است. نتایج بدست آمده در جدول 2 ارائه شده است. در جدول، بهترین مقادیر Q به‌صورت پررنگ نشان داده شده و برای سهولت در خواندن، دقت تا سه رقم اعشار نشان داده شده است. به‌عنوان مثال، بهترین مقدار Q از شبکه Z تقریبا 0.419789612097304 بود بنابراین آن را به 0.420 گرد کردیم. متوسط مقادیر Modularity Q و مقادیر انحراف استاندارد برای الگوریتم AGA-net در جدول 3 ارائه شده است.



به غیر از شبکه‌های داده شده در جدول 2، حداکثر مقدار Modularity Q برای شبکه‌ای باعنوان تعاملات Cattle Protein (IntAct) 0.720 به دست آمده است. بعد از تجزیه‌وتحلیل مطالعات حاضر و همانطورکه شناخته شده است شبکه (C) پیش از این برای حل مسئله CSD مورد استفاده قرار نگرفته است. بنابراین، این شبکه در لیست مقایسه‌های موجود در جدول 2 قرار نگرفته است.



بهترین مقادیر Q modularity در هر اجرا برای همه شبکه‌ها ثبت شده است. با توجه به نتایج به‌دست آمده، میانگین و بهترین مقدار Q یکسان هستند. همچنین سطح پایین انحراف استاندارد نشان می‌دهد که الگوریتم پیشنهاد شده نتایجی سازنده ارائه داده است. به‌عنوان مثال انحراف معیار شبکه Z صفر است بنابراین میانگین و بهترین مقادیر Q به‌طور یکسان0.420 است. درحالی‌که بین نتایج به‌دست آمده برای شبکه‌های دیگر خیلی متفاوت نیست.

با مشاهده‌ی اعداد تولید شده‌ی جامعه با توجه به بهترین مقادیر Q برای شبکه‌های Z، D، A، B و C به‌ترتیب مقادیر 4، 5، 10، 5 و 40 بدست آمده‌اند.

همانطورکه در جدول 2 مورد بررسی قرار گرفته است، تاکنون الگوریتم AGA-net به بهترین مقدار خود در Q modularity برای چهار شبکه (Z، D، A و B) که در آن استفاده شده است رسیده است. زمانی که روش مبتنی بر الگوریتم ژنتیک پیشنهاد شده توسط ما با دیگر روش‌های مبتنی بر الگوریتم ژنتیکی داده شده در جدول 2 (GACD و GATHB) مقایسه شده است مشاهده می‌شود که روش پیشنهاد شده نتایج بهتری نسبت به روش‌های دیگر دارد. مهمترین دلیل برای اختلاف دو روش یاد شده و روش پیشنهادی، مکانیسم محدود تولید ژن است درحالی‌که عملگرهای ترکیب و جهش در روش پیشنهادی، فضا را به راه‌حل مطلوب همگرا می‌کند.

**4. نتیجه‌گیری**

در این مقاله، مسئله CSD که اغلب در تجزیه‌وتحلیل شبکه‌‌های پیچیده مورد استفاده قرار می‌گیرد بحث شده و اطلاعات معنادار از شبکه دنیای واقعی تعیین شده است. برای تست دقت الگوریتم توصیه شده، نتایج به‌دست آمده با روش‌های پیشرفته در کارهای پیشین مقایسه شده است. در آزمایشات، چهار شبکه اجتماعی و یک شبکه بیولوژیکی استفاده شده است. علاوه بر عملگرهای موجود و پارامترهای الگوریتم ژنتیک استاندارد AGA-net توسط عملگرها و پارامترهای الگوریتم ژنتیک پیشنهادی پشتیبانی می‌شود که در بخش 2.4 ارائه شده است. این اپراتورها و پارامترها سرعت همگرایی بالایی در الگوریتم پیشنهادی با بهترین مقادیر Q دارند. هنگام تجزیه‌وتحلیل نتایج تجربی مشاهده شده است که الگوریتم AGA-net بهترین مقادیر Q را کنون برای تمام شبکه‌های شناخته شده به دست آورده است. این نتایج نشان می‌دهد که الگوریتم‌های MA-Net [8] و MA-COM [39] نتایج مشابه‌ای با الگوریتم پیشنهاد ارائه می‌کنند. درحالی‌که الگوریتم پیشنهادی با الگوریتم GACD [37] در 3 شبکه (Z، D و B) نتایج مشابهی به دست آورده است و درمقایسه با شبکه A نتایج بهتری به‌دست آورده است. به‌همین ترتیب الگوریتم پیشنهادی با الگوریتم DECD [10] در شبکه A نتایج مشابهی کسب کرده است و نسبت به شبکه Z نتیجه بهتری بدست آورده است. همچنین الگوریتم پیشنهادی در مقایسه با الگوریتم MENSGA [38] در شبکه Z نتایج یکسانی بدست آورده است ولی در شبکه‌های دیگر نتایج بهتری داشته است.

در نتیجه، موفقیت و سازگاری الگوریتم پیشنهاد شده از هر دو جدول مقایسه و جداول استاندارد قابل درک است. علاوه‌براین، AGAnet هیچ دانش قبلی‌ای نیاز ندارد و به‌سرعت کار می‌کند. بنابراین، با استفاده از الگوریتم پیشنهاد شده تقریبا 20 درصد در زمان هر شبکه صرفه‌جوییمی‌شود. این الگوریتم به‌گونه‌ای طراحی شده که اندازه گره‌ها و لبه‌های آن را در نظر نمی‌گیرد بنابراین می‌تواند به تمام شبکه‌های مجازی و دنیای واقعی اعمال شود. پس از تجزیه‌وتحلیل نتایج آزمون مشاهده شد که الگوریتم پیشنهاد شده نتایج خوبی برای تعیین جوامع معنی‌دار از شبکه‌های پیچیده ارائه می‌دهد.
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