

**یک سیستم تشخیص کامپیوتری برای شناسایی سرطان پستان با استفاده از شبکه های عصبی پیچه ای عمیق**

**چکیده**

تشخیص کامپیوتری برای سرطان پستان حالا بیش از پیش مورد توجه قرار گرفته است که این موضوع به دلیل افزایش اجرای تصویر برداری های ماموگرام می باشد. به صورت خاص، تشخیص و دسته بندی کردن جرم های موجود در تصویر های ماموگرام اهمیت بسیار زیادی دارند. به همین دلیل، مطالعه های زیادی در این زمینه انجامشده است و تکنیک های مختفی نیز ارائه شده است. این مقاله یک شبکه عصبی پیچه ای (CNN) را برای شناسایی خودکار سرطان پستان با استفاده از داده های بخش بندی شده از دیتابیس دیجیتال برای پویش ماموگرافی ها (DDSM) ارائه می کند. ما یک شبکه با معماری CNN را ایجاد کردیم که دیگر ویژگی های دستی متداول را استخراج نمی کند بلکه استخراج ویژگی ها و دسته بندی آن ها را به صورت همزمان در قالب شبکه های عصبی انجام می دهد. ازین رو این روش می تواند یک تشخیص خودکار را بدون مدیریت کاربر، ارائه کند. روش ارائه شده ، نرخ دسته بندی بهتری را فراهم می کند که این موضوع باعث می شود تشخیص های بسیار بهتری ایجاد شود.

**کلمات کلیدی**: شبکه های عصبی پیچه ای، CNN، دسته بندی تصاویر به صورت عمقی، سرطان پستان، ماموگرافی، تشخیص

**1. مقدمه**

سرطان به صورت عمومی به معنی یک تومور مرتبط با تکثیر بی قاعده و بی نهایت از سلول هایی است که از نظر ژنتیکی تغییر یافته اند. این تکثیر مبدا تخریب بافت های مبنا و توسعه تومور می باشد. در این مورد، ارگانیسم ها نمی توانند این تومور را کنترل کنند. تکثیر شدن سلول های تومور در یک محل شامل یک تومور بدخیم و یا سرطان می باشد. منتشر شدن سلول های سرطانی از تومور محلی به دیگر قسمت های بدن، با نام متاستاز شناخته می شود. به صورت خاص، سرطان پستان یکی از رایج ترین دلایل مرگ در میان زنان در سراسر جهان می باشد.

سرطان پستان یکی از رایج ترین سرطان ها در حوزه سلامت عمومی می باشد و تقریبا هر یک زن از میان ده زن ، در طول زندگی خودش دچار این بیماری می شود. اما، کاهش نرخ مرگ در اثر این نوع از سطران همراه با توسعه احتمال بازیابی، تنها در صورتی ممکن است که این موتور در اولین فاز های رشد خودش شناسایی شده و درمان شود. در نتیجه برای تضمین شناسایی اولیه این تومور ها، رادیولوژیست ها تکرار ماموگرافی ها را افزایش داده اند که این موضوع به خصوص برای گروه سنی که سرطان بیشتری در آن ها وجود داشته، رخ داده است. به علاوه، هر سال، بخش زیادی از تصویر های ماموگرافی باید تحلیل شوند که این موضوع نیازمند کار و زمان بسیار زیادی می باشد و رادیولوژیست های مختلف باید با یکدیگر کار کنند تا بتوانند تصمیم گیری های مناسبی داشته باشند. به همین دلیل، مطالعه های تحقیقاتی مختلفی در این زمینه انجام شده است که باعث خودکار شدن بررسی ماموگرافی ها و تصمیم گیری شده است.

اولین کار بر روی سیستم های تصویر برداری خودکار ماموگرافی به هدف ارائه یک تفسیر ثانویه برای رادیولوژیست ها ارائه شده است که باعث می شود آن ها در زمینه شناسایی و یا تشخیص تومور های بدخیم در مرحله اول، فارغ از حجم و یا دسته بندی های جزیی، راحت تر کار کنند. این روش ها با نام سیستم های تشخیص و یا دسته بندی با کمک کامپیوتر (CAD) شناخته می شوند.

هدف اصلی این سیستم های خودکار ارائه کردن صحت شناسایی می باشد. در واقع، CAD به عنوان یک نظر ثانویه توسط پزشک مورد استفاده قرار می گیرد که به منظور رسیدن به تشخیص نهایی مفید می باشد که این کار می تواند باعث کاهش خطای انسانی شده و ازین رو، یک پویش یکپارچه در مقیاس بزرگ با قیمت مناسب ایجاد کند.

کامپیوتر ها زمانی که تمرین مناسب دریافت کننده می توانند دسته بندی های سریع تری را ارائه دهند در نتیجه این موضوع به پزشک ها در زمینه دسته بندی زمان واقعی، کمک می کند. یادگیری ماشینی برای تشخیص سرطان پستان، در سال های گذشته توسعه زیادی داشته است.

یادگیری عمقی یکی از رشته های یادگیری ماشینی می باشد که میتوان از آن برای مشکلات زیادی مانند دسته بندی تصاویر، تشخیص صدا، و پردازش زبان طبیعی، از آن استفاده کرد. شبکه های عصبی پیچه ای (CNN ها)، به صورت گسترده مورد استفاده قرار گرفته اند که نشان دهنده معماری های عمقی یادگیری می باشند و نتایج خوبی برای کاربرد های شناسایی تصاویر مانند پردازش تصاویر پزشکی داشته اند. CNN ها از قبل در دهه 1970 نیز مورد استفاده قرار گرفتهاند و نشان داده اند می توان از این روش ها برای کاربرد های دشوار مانند شناسایی کاراکتر در دست خط نیز استفاده کرد و از آن زمان، نرخ شناسایی این روش ها برای محاسبات، بسیار بیشتری شده است.

CNN ها یک تکامل بسیار خوب و کیفی فنی داشته اند و می توان از آن ها برای وظایف پیچیده شناسایی تصاویر مانند چالش های ImageNet سالانه نیز استفاده کرد.

مهم ترین کاربرد سیستم های تشخیص کامپیوتری به صورت زیر تعریف می شود: دسته بندی، استخراج ویژگی و دسته بندی که گام های اولیه در این فرایند برای به دست آوردن نتیجه نهایی می باشد.

این مطالعه یک سیستم شناسایی ارائه می کند که از CNN استفاده می کند تا بتواند حالت های غیر عادی در ماموگرافی ها را شناسای کرده و آن ها را تشخیص دهد. به صورت عمومی، یک ماموگرام به صورت نرمال، خوش خیم و یا بدخیم دسته بندی می شود (شکل 1 یک مثال را نشان میدهد).

دو گام آخر در شبکه های عمقی عصبی انجام می شود که هر دو قسمت استخراج ویژگی و دسته بندی آن ها را به صورت خودکار انجام می دهد. این مقاله به صورت زیر دسته بندی شده است. یک مرور نسبت به کار های مرتبط در بخش 2 ارائه شده است. بخش 2 روش ما برای پردازش داده ها را مطرح کرده و معماری CNN را نمایش می دهد. در بخش 4، ما نتایج کار خودمان را ارائه می کنیم. در نهایت، در بخش 5 نیز ما یک جمع بندی از مطالعه را همراه با مباحث عمومی نسبت به نتایج به دست آمده را ارائه می کنیم.

**2. کارهای مرتبط**

تمام زنان ممکن است تحت تاثیر سرطان پستان قرار بگیرند .سرطان پستان دلیل اول مرگ زنان می باشد. در نتیجه، مطالعه های مختلفی انجام شده است تا ابزاری توسعه پیدا کنند که بتوان از آن ها برای تشخیص این بیماری های سرطانی استفاده کرد. سیستم های شناسایی خودکار سرطان پستان با استفاده از تکنیک های مختلف یادگیری ماشینی (ML) توسعه پیدا کرده اند.

در سال 2008، ورما یک روش برای دسته بندی تصویر های ماموگرافی را ارائه کرد که به هدف شناسایی سرطان پستان مورد استفاده قرار می گرفت. روش پیشنهاد شده مبنی بر قرار دادن نورون های جدید در لایه های پنهان شبکه می باشد. نرخ دسته بندی در این روش 94% بود.

در سال 2016 سعید و همکارانش از تصویر های رزونانس مغناطیسی استفاده کردند تا ویژگی ها را برای دسته بندی تصویر های ماموگرافی در دو دسته، استخراج کنند: بدخیم، خوش خیم. آن ها در مطالعه خودشان از الگوریتم های KNN و LDA استفاده کردند.

همچنین در سال 2016، ژنگ و کی و همکارانش، از الگوریتم های یادگیری بدون سرپرست استفاده کردند: ماشین بلتزمن محدود (RBM) و ماشین بلتزمن با درگاه نقطه ای (PGBM) با استفاده از یادگیری عمقی در این مطالعه ها مورد استفاده قرار گرفت تا ویژگی های تصاویر برای دسته بندی سرطان پستان استخراج شود. صحت به دست آمده در این مطالعه ها 93.4% بود.

همچنین در سال 2016، سیدنی و لیما از دو نوع مختلف از داده ها یعنی تصاویر و بافت استفاده کردن تا بتوانند ویژگی های هر نوع از داده ها را با استفاده از لحظات زرنیک و موجک هایی با چند تفکیک به دست بیاورند. روش به دست آمده نتایج SVM و ELM را برای دسته بندی سرطان پستان با صحت 94.11% ترکیب می کند.



شکل 1 تصویر ماموگرافی سرطان پستان: a) نرمال، b) خوشخیم – بدون سرطان، c) سرطان

در سال 2017، الهرابی و تچیر یک سیستم خودکار را برای شناسایی کردن سرطان پستان ارائه کردن که مبتنی بر دیتابیس عربستان سعودی بود و نتایج الگوریتم های ژنتیک و فازی را با یکدیگر ترکیب کردند.

این روش ها که در قسمت بالا توصیف شدند نیازمند یک گام اساسی برای استخراج ویژگی های تصویر قبل از گام شناسایی می باشند و نمی توان به صورت زمان واقعی از آن ها استفاده کرد. بر اساس دانش ما، این کار اولین کار است که از شبکه های عصبی پیچه ای برای سیستم های تشخیص کامپیوتری استفاده می کند که برای سرطان پستان مورد استفاده قرار می گیرند. این کار، در ادامه وظایف قبلی انجام شده است.

**3. روش پیشنهاد شده**

ایجاد کردن شبکه ها با روش پیشنهاد شده که در شکل 2 نشان داده شده است، بعد از چند آزمایش و یک مطالعه دقیق نسبت به مقالات برای دیگر روش های دسته بندی، محقق شد. یک گام اولیه برای دسته بندی دستی در دیتابیس نیز برای به دست آوردن جرم های مختلف، انجام شد.

**3.1. دسته بندی**

در روش ما، یک دسته بندی دستی از جرم در بیس یادگیری (بیس ما شامل تصویر های جرمی می باشد که یک دایره قرمز دور آن ها کشیده شده است) انجام می شود تا بتوان کانتور ها را به دست آورد تا با استفاده از تحلیل ImageJ آن ها را تحلیل کرد( شکل 3 نشان دهنده یک نمونه می باشد).

**3.2. معماری CNN و تشخیص آن**

ما از 6 لایه در معماریCNN خودمان استفاده می کنیم که به صورت زیر سازمان دهی شده است: لایه پیچه ایCI، لایه نمونه برداری S1، لایه پیچه ای C2، لایه نمونه برداری S2، لایه متراکم D و در نهایت لایه خروجی O (شکل 2). پارامتر های اصلی این مدل و اطلاعات تمرین در معماری CNN پیشنهاد شده در شکل 4 توصیف شده اند.



شکل 2 معماری شبکه



شکل 3 نمونه ای از استخراج جرم



شکل 4 مدل و اطلاعات تمرین

ما یک شبکه با معماری CNN را ایجاد کردیم که دیگر فاز استخراج متداول تصاویر را ندارد بلکه ویژگی ها را استخراج کرده و آن ها را به صورت زمان واقعی دسته بندی می کند و در نتیجه، یک تشخیص خودکار بدون مدیریت کاربر را ارائه می کند.

شبکه های عصبی پیچه ای در حال حاضر قوی ترین مدل برای شناسایی و دسته بندی تصاویر می باشد. این بخش ها دارای دو قسمت متفاوت می باشد. در قسمت ورودی، یک تصویر به صورت ماتریسی از پیکسل ها ارائه می شود. این قسمت دارای دو بعد از تصویر مقیاس خاکستری می باشد.

اولین قسمت از CNN بخش پیچه ای می باشد. این قسمت به عنوان یک استخراج کننده برای ویژگی های تصاویر مورد استفاده قرار می گیرد. یک تصویر از چند فیلتر رد می شود و به صورت هسته ای در می آید در نتیجه تصویر های جدیدی ایجاد می شوند که با نام نگاشت های پیچه ای شناخته می شوند. بعضی از فیلتر های میانی باعث می شوند که با عملیات ماکسیموم محلی، تفکیک تصاویر کاهش پیدا کند.

در نهایت، نگاشت های پیچه ای با یکدیگر در بردار ویژگی ترکیب می شوند که با نام کدCNN شناخته می شود. این کد CNN که از این شبکه ای پیچه ای به دست آمده است در ورودی بخش دوم مورد استفاده قرار می گیرد که شامل لایه های به هم پیوسته می باشد ( پرسپترون چند لایه ای). نقش این قسمت ترکیب کردن ویژگی ها این CNN برای دسته بندی تصاویر می باشد. خروجی نیز در لایه آخر هر دسته بندی، ارائه می شود.

**3.3. تمرین**

شبکه عصبی ارائه شده در این قسمت بعد از چند تست عملکردی ارائه می شود. ما با ایجاد کردن بلوک های پیچه ای کار خودمان را شروع می کنیم؛ یک دسته از گام هاینرمال سازی نیز بر روی هر کدام از این لایه های پیچه ای ایجاد می شود تا تعداد نگاشت های ویژگیها کاهش پیدا کند. یک کاهش گرادیان تصاویر نیز در این قسمت با مقدار تکانه 0.9 مورد استفاده قرار می گیرد. روش تنظیم L2 نیز در این قسمت برای مشخص کردن وزن ها و بایاس با یک آستانه برابر با 0.0005 مورد استفاده قرار می گیرد. در نهایت، یک نرخ یادگیری پایین به صورت 0.0001 تثبیت می شود تا این شبکه تمرین پیدا کند.

ما از دو لایه پیچه ای و دو لایه نمونه برداری فرعی (شکل 2) استفاده می کنیم که از هر کدام از این لایه ها استفاده می کنیم تا بتوانیم تابع فعال سازی شناسایی را ایجاد کنیم. یک پارامتر گام به صورت (1\*1) و (2\*2) به ترتیب برای لایه های پیچه ای و نمونه برداری فرعی تنظیم می شود.



شکل 5 فرآیند یادگیری با سرپرست برای دسته بندی CNN

تابع Max Pooling در این قسمت با سایز هسته 2 x 2 مورد استفاده قرار می گیرد. برای لایه متراکم، ما از تابع رایج ReLU استفاده می کنیم؛ همچنین تابع میانگین مربعات خطا (MSE) نیز در این قسمت برای بهینه سازی تابع ضرر مورد استفاده قرار می گیرد. در نهایت، برای دسته بندی ما از تابع Softmax استفاده می کنیم.

شکل 5 نشان دهنده فرآیند تمرین CNN ها می باشد.

روش پیشنهاد شده برای شناسایی سرطان پستان و دسته بندی آن از یک نمونه متشکل از 190 تصویر از دیتابیس تصویر های ماموگرافی DDSM استفاده می کند. از میان این تصاویر، 95 تصویر از آن ها خوشخیم و 95 مورد از آن ها بد خیم هستند. برای شناسایی کردن و ارزیابی این روش، ما از روش های ارزیابی مشترک k برابری، استفاده می کنیم. بعد از 13 دوره و 10 تکرار، CNN توانست دسته های عادی و غیر عادی از سرطان پستان را با 97.89% شناسایی کند.

**4. نتایج**

در آزمایشات خودمان، ما از دیتابیس دیجیتال برای پویش ماموگرافی (DDSM) استفاده کردیم. این دیتابیس متشکل از 190 تصویر می باشد که 95 تصویر آن خوشخیم و 95 تصویر آن نیز بدخیم هستند. اجرای این روش با استفاده از Deeplearning4j انجام شده است. Deeplearning4j اولین کتابخانه یادگیری عمقی توزیع شده متن باز به صورت تجاری می باشد که برای Java و Scala نوشته شده است.

همانطور که در جدول 1 نشان داده شده است، 92 مورد از تصاویر سرطان پستان به صورت صحیح به صورت بد خیم شناسایی شده است و 94 مورد از تصویر های خوشخیم نیز به درستی پیش بینی شده است.

به صورت خلاصه، 186 تصویر به صورت صحیح شناسایی شده است که این موضوع باعث شکل گیری 97.86% صحت با حساسیت 98.9% و ویژگی 96.9% می شود و مقدار پیش بینی مثبت (PPV) 96.8% و مقدار پیش بینی منفی (NPV) 98.9% و AUC به صورت 98.2% می باشد. حساسیت، ویژگی ، PPV ، NPV و صحت، در معادله 1 تا 5 ارائه شده است.





جدول 1 ماتریس ترکیب نتایج CNN

|  |  |  |
| --- | --- | --- |
|  | بدخیم | خوشخیم |
| بدخیم | 92 | 1 |
| بدخیم | 3 | 94 |

جدول 2 نتایج به دست آمده از روش پیشنهاد شده

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | حساسیت | ویژگی | PPV | NPV | AUC |
| معماری پیشنهاد شده برای CNN | 98.9 | 96.9 | 96.8 | 98.9 | 98.2 |

مثبت صحیح به معنی تعداد افراد بیماری است که نتیجه صحیح برای آن ها به دست آمده است و منفی صحیح (TN) نیز به معنی افرادی هستند که مریض نبوده و تست آن ها نیز به صورت منفی گزارش شده است. مثبت غلط (FP) به معنی تعداد افراد سالم می باشد که تست آنها مثبت گزارش شده است و منفی غلط نیز (FN) به معنی افراد مریضی است که تست آن ها به صورت منفی گزارش شده است.

جدول 2 به صورت خلاصه ، نشان دهنده نتایج به دست آمده با استفاده از معماری CNN می باشد.

روش پیشنهاد شده بر اساس منحنی های ROC ارزیابی می شود و مشخصه های عملیاتی منحنی دریافت کننده (ROC) در این روش نیز در شکل 6 نشان داده شده است. ناحیه زیر ROC (AUC) به صورت 98.2 می باشد و تمام نقاط در این منحنی در نیمه بالای فضای ROC قرار دارند؛ ازین رو، ما میتوانیم به این جمع بندی برسیم که مدل پیشنهاد شده در این مطالعه دارای یک منحنی ROC خوب می باشد.

شکل 7، نشان دهنده شاخص های این مدل نسبت به تکرار های مختلف در CNN می باشد؛ این قسمت نشان دهنده مقدار تابع ضرر در دسته فعلی می باشد.



شکل 6 منحنی ROC



شکل 7 شاخص های مدل نسبت به هر تکرار

**5. مباحث و جمع بندی**

سرطان پستان دلیل اصلی مرگ زنان در جهان می باشد. تمام زنان ممکن است تحت تاثیر این بیماری قرار بگیرند. مطالعه های مختلف در ماموگرافی ها و تصویر های مربوطه انجام شده است تا ابزاری ایجاد شود تا بتواند این بیماری های سرطانی را تشخیص دهد. سیستم های خودکار شناسایی سرطان پستان با استفاده از روش های یادگیری ماشینی مختلف، (ML) به دست آمده است.

در این مطالعه، ما یک سیستم کمکی برای تشخیص را ارائه می دهیم که تصویر های ماموگرافی را دسته بندی می کند تا بتواند ماهیت تومور ها( خوشخیم و بدخیم) را با استفاده از یک شبکه عصبی پیچه ای (CNN) به عنوان دسته بندی کننده دو تایی به دست بیاورد و دو دسته بندی از تصاویر را ارائه کند. دیتابیس دیجیتال برای پویش ماموگرافی ها (DDSM) در این قسمت برای تایید کردن قدرت این روش، مورد استفاده قرار می گیرد.

روش پیشنهاد شده در این مقاله، دیگر از استخراج دستی مشخصه ها استفاده نمی کند. روش های متداول که در این قسمت مورد استفاده قرار می گیرند معمولا با مشکلاتی مانند الگوریتم های ساده و قوی برای محاسبه ویژگی ها، ارزیابی این ویژگی ها و ارتباط آن ها برای تفکیک دسته ها رو به رو هستند . این روش مبتنی بر شبکه های عصبی پیچه ای می باشد و میتواند این دشواری ها را رفع کرده و در نتیجه، در تشخیص سرطان عملکرد بهتری را خواهد داشت.

در نهایت، روش پیشنهاد شده یک سیستم شناسایی سرطان پستان به صورت کامپیوتری را ارائه می کند که رادیولوژیست ها و متخصص های زنان را قادر می سازد تا بتوانند سرطان پستان را در بیماران در مراحل اولیه تشخیص دهند و این روش، می تواند یکی از بهترین عملکرد ها را در زمینه دیتابیس موجود (DDSM) ارائه کند.
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