

**قابلیت ارتجاعی ابر:**

 **بررسی**

**چکیده**

قابلیت ارتجاعی ابر ویژگی منحصر به فرد محیط‍‍‍‌های ابری است که تأمین (کاهش تأمین) تقاضا و یا تنظیم مجدد منابع توسعه ابر را می‌پذیرد. مدیریت کارایی قابلیت ارتجاعی ابر چالشی است که توجه جامعه پژوهشی را به خود جلب کرده است. این کار به منزله بررسی تلاش‌های پژوهشی در این راستا است. سهم اصلی این کار، مرور دقیق آخرین روش‌های مدیریت ارتجاعی و ارائه طرح دقیق طبقه‌بندی با تمرکز بر روش‌های تصمیم‌گیری ارتجاعی است. در پایان، درباره چالش‌های تحقیقاتی مختلف و جهت‌های تحقیقاتی بیشتر درباره کلیه مراحل قابلیت ارتجاعی بحث می‌کنیم که می‌توان به عنوان حالت خاص رفتار ارادی سیستم‌های محاسباتی تلقی کرد (این تحقیق با همکاری اتحادیه اروپا (صندوق اجتماعی اروپا- ESF) و صندوق‌های ملی یونان از طریق برنامه عملیاتی «آموزش و یادگیری بلند مدت چارچوب مرجع استراتژیک ملی (NSRF)- برنامه سرمایه‌گذاری تحقیقاتی: تالس[[1]](#footnote-1). سرمایه‌گذاری در جامعه دانش از طریق صندوق اجتماعی اروپا» انجام شده است).

**1. مقدمه**

محاسبات ابر مدل توسعه‌ای را ارائه می‌دهد که هدفش کاهش هزینه‌های لحظه‌ای منابع محاسباتی از طریق تنظیم اجاره منابع مجازی پویا است که می‌تواند بر پایه تقاضا تشکیل شود. منابع مجازی نسخه‌های مجازی دنیای واقعی هستند، اغلب به صورت ماشین‌های مجازی (VMs) هستند که از تکنولوژی‌های مجازی‌سازی استفاده می‌کنند [65]. مدل پیشنهادی پرداخت بهای خرید با مدیریت منابع انعطاف‌پذیر به پذیرش وسیع در زمینه استفاده از ابر کمک کرده است، زیرا مشتری موظف است تنها برای منابع مورد استفاده بهایی پرداخت کند. بدین ترتیب، محاسبات ابری نه تنها قادر به ارائه منابع محاسباتی از راه دور (به عنوان مثال، ماشین‌های مجازی) گزینه‌های اصلی برای مؤسسات علمی هستند بلکه قادر به ارائه منابع در هر اندازه‌ای از سازمان‌ها و شرکت‌ها هستند. با این وجود، مدیریت منابع کارا جنبه کلیدی برای کاهش هزینه توسعه است.

کارهای متعددی وجود دارند که روش‌های مختلف مکانیزم ارتجاعی را ارائه می‌دهند. در این مقاله تمرکزمان بر تمامی جنبه‌های ارتجاعی است اما به طور خاص قصد داریم که در رابطه با مدل‌های پایه‌ای، مکانیزم تصمیم‌گیری را مورد استفاده قرار دهیم. علاوه بر این، قصد داریم از طریق طبقه‌بندی‌مان روش‌های مختلفی را توسعه داده و مقایسه کنیم که امروزه تمایل به توسعه در انزوا دارند.

روش‌های ارتجاعی را به عنوان موضوعات بین رشته‌ای دو حوزه اصلی رایانه‌ای توزیع‌ شده/ ابر و محاسبات ارادی می‌سنجیم. همانند حوزه محاسبات ارادی، شامل 4 مرحله حلقه MAPE است [44]، یعنی، نظارت، تحلیل، برنامه‌ریزی و اجرا. هر مرحله متمایز، چالش‌های تحقیقی منحصر به فردی را ارائه می‌دهد که در آثار ارائه شده با روش‌های مختلف مورد توجه قرار گرفته است. در این مقاله، بیشتر بر سه مرحله آخر متمرکز می‌شویم.

برخی از تلاش‌ها در گذشته برای ایجاد دید کلی در حوزه ارتجاعی صورت گرفته است، به عنوان مثال، [26] مکمل کار ماست، اما بیشتر بر ابزارها، معیارها و حجم کار متمرکز است. راهبردهای ارتجاعی را به طور گسترده‌تر به عنوان مکانیزم تصمیم‌گیری ارتجاعی شرح می‌دهیم. [48] نیز مکمل کار ماست، اما پیشنهادات جدیدتری ارائه می‌دهیم و طیف گسترده‌ای از اقدامات و اهداف ارتجاعی را پوشش می‌دهیم. بررسی قدیمی‌تر و محدودتری در [33] انجام شده است. بررسی کلی سیستماتیک درباره خدمات تجاری ابر در [46] انجام شده است، که در آن نویسندگان چالش اصلی درباره ویژگی ارتجاعی را مطرح کرده‌اند. همچنین، کار ما شکاف مهم درباره این مسأله را پر می‌کند.

ساختار این مقاله بررسی به شرح زیر است. در بخش 2، دسته‌بندی و جدول طبقه‌‌بندی را ارائه می‌دهیم. در بخش 3، جزئیات بیشتری درباره هر بعد از طبقه‌بندی‌مان ارائه می‌دهیم و یافته‌های اصلی را به تصویر می‌کشیم. در فصل 4 نتیجه‌گیری را ارائه می‌دهیم.



شکل 1. طرح دسته‌بندی

**2. دسته‌بندی و طبقه‌‌بندی**

به منظور ارائه طبقه‌بندی مختصر روش‌های موجود برای ارتجاع ابر، ابتدا طبقه‌بندی ارائه می‌دهیم که ما را قادر می‌سازد تا جنبه‌های متمایز پیشنهادات مختلف را روشن کنیم. طبقه‌بندی در شکل 1 خلاصه شده و شامل ابعاد زیر است:

- محدوده. این جنبه به دو دسته طبقه‌بندی می‌شود: (1) برقرار کننده و (2) نوع کاربرد. اولی نشان می‌دهد که آیا روش ارتجاعی توسط ارائه دهنده زیرساخت ابر (ارائه دهنده ابر (CP)) اعمال می‌شود یا توسط کاربر زیرساخت ابر اعمال می‌شود که مدیریت برنامه‌های ابر را در بالای زیرساخت ابر (ارائه دهنده سرویس (SP)) اعمال می‌کند. نوع کاربرد نشان می‌دهد که پیشنهاد به مدیریت ارتجاعی نوع خاصی از کاربر ابر در لیست زیر اشاره دارد: پایگاده داده‌های ارتباطی (DBs)، پایگاه داده‌های NoSQL (NoSQL DBs)، برنامه‌های چندلایه (به عنوان مثال، برنامه‌های کاربردی وب خاص)، Generic (در صورتی که ابزار برنامه کاربردی- غیرارادی) و یا ذخیره‌سازی.

- هدف. در این بعد، روش‌ها را طبق هدف اقدامات ارتجاعی دسته‌بندی می‌کنیم. هدف می‌تواند یکی از موارد زیر باشد: (1) عملکرد، (2) دسترسی، (3) هزینه، (4) انرژی. عملکرد مربوط به تعمیر و حفظ یا تضمین قابل قبول کاربرد و یا توافق سطح خدمات (SLA) مشخص شده عملکرد نرم‌افزار است. در دسترس بودن به درجه‌ای اشاره دارد که در آن برنامه‌ها و منابع در زمان قابل اجرا بوده و در زمان مورد نیاز کاربر نهایی قابل اعتماد باشند [42]. هزینه به کاهش هزینه‌های عملیاتی برنامه‌های توسعه‌یافته در ابر اشاره دارد که عموماً هدف عملکرد را نیز حفظ می‌کنند و یا آستانه هزینه‌ها را در محدودیت‌های عملکرد خاص نگه می‌دارند. در پایان، طبقه‌بندی انرژی، به طور دقیق مربوط به هزینه است اما شامل روش‌های ارتجاعی نیز می‌باشد که به طور مستقیم در به حداقل رساندن میزان انرژی کمک می‌کنند.

- تصمیم‌گیری. چهار معیار دسته‌بندی متمایز وجود دارد که روش تصمیم‌گیری هر کار را در طبقه‌بندی ما مشخص می‌کند، یعنی (1) قابلیت اطمینان، که نشان دهنده آن است که آیا مکانیزیم ارتجاعی در روش واکنش‌پذیر یا پیشگیرانه ایجاد می‌شود یا خیر؛ (2) مکانیسم که به روش تصمیم‌گیری اشاره دارد؛ (3) مدل پیش‌بینی (PM) که نشان دهنده استفاده از مدلی برای پیش‌بینی تغییرات بار ورودی آینده و یا ارزش‌های ارزیابی خاص است؛ و (4) مدل سیستم (SM) که به استفاده از مدل برای نشان دادن رفتار (ارتجاعی) سیستم اشاره دارد که در آن سیستم به طور کاملاً ارتجاعی (مانند، صف) ساخته شده است. مکانیزم‌های انعطاف‌پذیر بیشتر به دسته‌های زیر طبقه‌بندی می‌شوند: (1) مبتنی بر قانون، (2) بهینه‌سازی ریاضی/ آماری، (3) یادگیری ماشین، (4) نظریه کنترل و (5) بررسی مدل با توجه به زمینه اصلی که متعلق به سیاست ارتجاعی است.

- عمل ارتجاعی. قابلیت ارتجاعی منبع ابر را می‌توان در فرم‌های مختلف اعمال کرد و مربوط به تغییرات در (1) اندازه (مقیاس عمودی (VS))، (2) مکان (تغییر مکان در ماشین‌های مجازی (VMLM)) یا (3) تعداد ماشین‌های مجازی به کار رفته (مقیاس افقی (HS)) است. مثال‌هایی از این نوع قابلیت ارتجاع به ترتیب عبارتند از تخصیص حافظه بیشتر یا CPU برای ماشین‌های مجازی، حرکت ماشین‌های مجازی به سوی ماشین فیزیکی کمتر بارگذاری شده و افزایش تعداد ماشین‌های مجازی خوشه برنامه. علاوه بر این، عمل ارتجاعی شامل دو نوع ارتجاع دیگر است، (4) پیکربندی مجدد برنامه (AR)، که در آن ابزار الاستیک قادر به تغییر جبنه‌های کاربردی خاص هستند (به عنوان مثال، اندازه دریافت پایگاده داده‌های ارتباطی) و (5) تغییر مکان برنامه کاربردی (ALM) که در آن اجزای کاربرد خاص در ماشین‌های مجازی مانند پایگاده داده‌ تغییر مکان می‌دهند.

- ارائه دهنده. این طبقه‌بندی به دسته‌بندی تعداد ارائه‌دهندگان زیرساخت ابر اشاره دارد که به طور همزمان از ابزار ارتجاعی پشتیبانی می‌کنند. مقادیر احتمالی (1) منفرد، که تنها نشان‌دهنده پشتیبانی از ارائه دهنده ابر است، (2) منفرد\*، که نشان‌دهنده پشتیبانی از بیش از یک ارائه دهنده است، با وجود آن که همزمان نیستند، و (3) چندگانه، که در آن کنترل ارتجاع ارائه‌دهندگان ابر چندگانه را به طور همزمان گسترش می‌دهد.

- ارزیابی. در پایان، آخرین جنبه به نوع ارزیابی هر کار اشاره دارد. مقادیر احتمالی عبارتند از: (1) شبیه‌سازی، که در آن نتایج بر پایه محاسبات در محیط مصنوعی شبیه‌سازی‌شده بدست می‌آید (به عنوان مثال، OMNeT++)، (2) واقعی، که در آن ابزار ارتجاعی بر پایه زیرساخت حقیقی ابر مورد استفاده قرار می‌گیرند.

جدول 1. طبقه‌بندی پیشنهادات پژوهشی با توجه به دسته‌بندی ما





بر پایه طبقه‌بندی بالا، پیشنهادات موجود برای ارتجاع ابر در جدول 1 ارائه شده است. طبقه‌بندی بالا نوع اطلاعات بازخورد جمع‌آوری‌شده توسط محیط را برای اجرای تصمیم‌گیری و اجرای ارتجاع پوشش نمی‌دهند، زیرا به نظر می‌رسد نوع بازخورد نقش کمتری در طبقه‌بندی پیشنهادات بازی می‌کند. به طور خاص، تمام پیشنهادات برای کمک به تصمیم‌گیری از یک مکانیزم برای نظارت بر معیارهای خاص سیستم/ شبکه/ نرم‌افزار استفاده می‌کنند. برای مقابله با خوشه بار احتمالی یا ناپایداری‌های ارزیابی، از بسیاری از آثار روش‌های هموارسازی مانند میانگین حرکت وزن دار نمایی (EWMA)، میانگین حرکت نمایی (EMA) و یا میانگین حرکت (MA)، استفاده می‌شود. جزئیات بیشتر به علت محدودیت فضا حذف شده است.

**3. خلاصه روش‌های موجود**

در این بخش، با توجه به روش‌های اصلی، روشی را با جزئیات برای هر بعد طبقه‌بندی ارائه می‌دهیم.

**3.1. محدوده**

اولین جنبه بعد محدوده نشان می‌دهد که چه کسی مسئول مکانیسم ارتجاعی است. در چنین طرحی، روش ارتجاعی همراه با زیرساخت ابر هسته است و روش‌های مربوطه به عنوان ابر ارائه دهنده خاص تعریف شده‌اند. به عنوان مثال، [37] بر پایه ابزاری است که در بالای زیرساخت‌های IaaS نصب شده است، سیستم DejaVu در [68] قابلیت این زیرساخت‌ها را گسترش داد. مجموعه دیگر پیشنهادات به امتیاز خاصی برای منابع (به عنوان مثال، [54] به ماژول KVM سفارشی و رابط وابسته است، [21] در‌ OpenStack تجمیع شده است و [61] ولتاژ و فرکانس CPU را تنظیم می‌کند) و دسترسی به اطلاعاتی نیاز دارند که تنها ارائه‌دهنده ابر قادر به ارائه آن است (به عنوان مثال، [50] به اطلاعات محلی دستگاه فیزیکی وابسته است). با این وجود، بیشتر پیشنهادات، ارتجاع پیشرفته‌ای را برای خدمات مبتنی بر ابر بدون در نظر گرفتن تعمیم ویژگی‌های ارتجاعی خدمات ابر ارائه می‌دهند؛ آنهایی که در ارتباط با ارائه‌دهندگان خدمات تعیین می‌شوند.

با توجه به نوع کاربردی که پیشنهادات بر آن متمرکز شده‌اند، اکثر آنها مستقل از برنامه کاربردی چندمنظوره هستند و یا برای برنامه‌های کاربردی چندمنظوره مبتنی بر وب طراحی شده‌اند. اکثر پیشنهادها از مدیریت ارتجاعی تمام سه سطح برنامه وب (یعنی، وب سرور، سرور برنامه، سرورهای ذخیره‌سازی) پشتیبانی می‌کنند، به جز در [18 و 32] که تنها قابلیت ارتجاعی سطح سرور برنامه را مدیریت می‌کنند، و [62 و 68] که به سادگی خدمات وب را مورد هدف قرار می‌دهند. بخش قابل توجهی از پیشنهادات ارتجاعی، ناحیه NoSQL را مورد هدف قرار می‌دهند. روش‌ها در این گروه سیستم- خاص (به عنوان مثال، [23] اهداف Cassandra، [27] هدف HBase، [58] اهداف بی‌انتها، در حالی که [47] HDFS را در نظر می‌گیرد) و یا قابل اجرا برای مجموعه بزرگی از سیستم‌های NoSQL مانند Cassandra، HBase، Voldemort و Infinispan [15، 41، 45، 53 و 64] هستند. در [20، 31 و 59] انعطاف‌پذیری در پایگاه‌‌های داده‌ ارتباطی در نظر گرفته می‌شود. [20 و 31] را می‌توان در هر پایگاه داده ارتباطی مورد استفاده قرار داد زیرا موتور پایگاه داده را اصلاح نمی‌کنند، در حالی که در [59] موتور پایگاه داده برای پشتیبانی از حرکت‌های زنده با الهام از روش [30] اصلاح می‌شود. در پایان روش منفردی وجود دارد که به عنوان Storage دسته‌بندی می‌شود [19]، که در آن قابلیت ذخیره‌سازی ارتجاعی عملکرد ذخیره‌سازی ماشین مجازی از طریق روش‌های ذخیره‌سازی در نظر گرفته می‌شود.

**3.2. هدف**

تمامی روش‌های موجود در جدول 1 به منظور بهبود عملکرد می‌باشد. تنها [55] استثنا است که در آن هدف ارتجا دستیابی را از طریق استفاده از ارائه‌دهندگان چندابری افزایش می‌دهد. هدف عملکرد می‌تواند ثابت باشد (به عنوان مثال، در توافق سطح خدمات یا به عنوان آستانه تعریف شده توسط کاربر تعریف شود) و یا به عنوان ناظر مستمر و بهینه‌سازی ابزار سیستم بیان شود. در چنین کارهایی، کاهش هزینه‌های مالی به طور غیرمستقیم از طریق استفاده از منابع کمی در نظر گرفته می‌شود که عملکرد را به طور قابل قبولی حفظ می‌کنند. در [35 و 36]، هدف هملکرد با ارائه تضمین‌های دسترسی همراه است.

برخی از پیشنهادات به صراحت با هدف کاهش هزینه مالی بیان شده‌اند. به طور خاص در [29، 36 و 57] برآورد هزینه برای مقیاس در درون یا خارج ابر به کار گرفته شد، در حالی که در [25] از تخمین‌های مشابه برای انتخاب میان گسترش در زیرساخت ابر عمومی یا خصوصی استفاده می‌شود و در [62] تحلیل بازده سرمایه‌گذاری (ROI) پیش از گسترش حقیقی ارائه می‌شود. در سایر روش‌ها قابلیت ارتجاعی بنا بر محدودیت بودجه است. به طور خاص، [66] در صورتی که حداکثر هزینه بیش از هزینه قابل دسترس باشد، مانع مقیاس‌گذاری می‌شود، [22] اجرای تنظیم مجدد برنامه (یعنی، پاسخ‌های سرور متنی برای صرفه‌جویی در پهنای باند) را حفظ می‌کند تا هزینه‌ها پایین‌تر از حد بودجه باقی بماند و [32] دسته‌بندی بودجه (یعنی، دسته‌بندی فلزات: طلا/ نقره/ برنز) را ارائه می‌دهد که محدودیت‌های مقیاس‌گذاری منابع را تنظیم می‌کنند. در پایان، [18] تلاش می‌کند تا چندین برنامه کاربردی را در ماشین‌های مجازی هماهنگ کند تا هزینه تأمین شده را کاهش دهد.

علاوه بر این، دو مقاله وجود دارد که صرفه‌جویی در انرژی را با هدف عملکرد در نظر گرفته‌اند. در [50] حرکت زنده به کار گرفته می‌شود تا همانند بسیاری از ماشین‌ها در حالت خواب تنظیم شود، در حالی که در [61]، منابع ماشین‌های مجازی برای مقادیر ولتاژ و فرکانس پویا برای صرفه‌جویی در انرژی مورد استفاده قرار می‌گیرند.

**3.3. تصمیم‌گیری**

**راه‌اندازی فرایند تصمیم‌گیری.** مقالات به (1) واکنشی، (2) پیشگیرانه و (3) ترکیب واکنش‌پذیر و پیشگیرانه تقسیم می‌شوند. از یک طرف، روش‌های واکنشی معمولاً بر پایه پیگیری مستمر معیارهای ویژه و اعتبارسنجی قوانین مبتنی بر آستانه استوار هستند. فرایند تصمیم‌گیری اغلب با تخلف از آستانه منفرد به وجود می‌آید. با این وجود، فرایند تصمیم‌گیری تنها پس از یک دوره مشخص می‌تواند آستانه را نقض کند (به عنوان مثال، [55 و 57]) و یا تعداد ارزیابی‌های نقض‌ شده را برای پرهیز از واکنش بیش از حد از قبل تعیین کند (به عنوان مثال، [21]). از سوی دیگر، روش‌های پیشگیرانه مکانیزمی هستند که برای پیش‌بینی تنوع بار آینده و یا رفتار آتی سیستم مورد استفاده قرار می‌گیرند. با این وجود، روش‌های صرفاً پیشگیرانه از این واقعیت رنج می‌برند که قادر به مقابله با افزایش ناگهانی بار کاری نیستند. برای غلبه بر این نگرانی، در مقالاتی مانند [17، 20 و 43] روش ترکیبی در نظر گرفته شده است. علاوه بر این، در [16 و 38] پیشنهاد شد که از روش‌های واکنشی برای مقیاس‌بندی خارجی و از روش‌های پیشگیرانه برای مقیاس‌بندی داخلی استفاده شود. برای اولین بار از سازگاری سریع برای خوشه حجم کار استفاده شد. همچنین مقالاتی وجود دارند که از روش‌های واکنشی در حالتی استفاده می‌کنند که مکانیسم پیشگیرانه از تصمیم‌گیری نامطمئن است [61]، یا پیش‌بینی کننده به اندازه کافی برای تصمیم‌گیری مناسب آموزش ندیده است [51 و 52]. [62] ترکیبی از روش‌های واکنش‌پذیر و پیشگیرانه را ارائه داد که در ادامه بر پایه روزانه فعال می‌شوند. در پایان، در [19] روش‌های واکنش‌پذیر و پیشگیرانه‌ای ارائه شدند که به طور همزمان فعال نیستند اما می‌توان هر یک از آنها را به طور جداگانه پشتیبانی کرد.

**مکانیسم تصمیم‌گیری.** در بخش قبلی از روش‌های اصلی استفاده شده در تصمیم‌گیری ارتجاعی استفاده کردیم. در اینجا، این موضوع را دقیق‌تر توضیح می‌دهیم، ابتدا کاربرد روش‌های متداول و سپس روش‌های ترکیبی را شرح می‌دهیم.

با این وجود، روش‌های متناظر لزوماً ساده نیستند. به عنوان مثال، [17] از دسته مدل‌های پیش‌بینی به طور همزمان استفاده می‌کند تا برآورد بار و نقاط آستانه بالقوه آتی را بررسی کند. همچنین، [20] از مدل پیش‌بینی برای برآورد بار برای مقیاس پیشگیرانه بر پایه قوانین مشخص استفاده می‌کند. مدل‌سازی سیستم به طور کلی سیاست‌های تصمیم‌گیری را بهبود می‌بخشد. در [49]، سیستم به عنوان صفی از مشاغل مدل‌سازی شد و به اقدامات انعطاف‌پذیری در زمان ورود یا تکمیل شغل منتهی شد. دو روش مبتنی بر قواعد مبتنی بر مدل‌های سیستم غیربدیهی هستند [35]، که در آن سیستم به طور خودکار در حالت‌های مختلف به دلیل اجرای قانون مدل‌سازی می‌شود و در [25] حالتی در نظر گرفته شد که در آن مدل گراف، تأثیر قوانین ارتجاعی را در کل سیستم پذیرفته است. به عنوان مثال نهایی، در [39] روش مبتنی بر قاعده فازی ارائه شد که در آن کاربر قوانین را در فرمی مشخص می‌کند: «اگر بار کاری بالا باشد، و زمان پاسخ کند باشد، آنگاه دو ماشین مجازی بیشتر به منابع موجود افزوده می‌شوند»، بدون نیاز به توصیف ارزش‌های «بالا» و «کند»؛ این ارزش‌ها بر پایه اطلاعات ارائه شده توسط ذی‌نفعان فنی محاسبه می‌شوند.

سیاست مبتنی بر بهینه‌سازی ریاضی/ آماری. این روش‌ها مسأله ارتجاعی را به عنوان بهینه‌سازی مدل‌سازی می‌کنند. در [32] روش مقیاس‌پذیری بهینه به پیروی از روش شاخه‌ای ارائه شد و پس از انجام تحلیل سری‌های پیچیده به پیش‌بینی بار اضافی آتی محدود شد. در [22]، تصمیم‌گیری واکنش‌پذیر مسأله حداکثر رساندن را در برنامه‌های دینامیکی کاهش می‌دهد؛ این روش از مدل صف به عنوان مرحله پیش‌پردازش برای تعیین مزایای بالقوه اشتغال انواع الگوریتم‌های مختلف برای خودسازگاری استفاده می‌کند. روش [50] به بررسی‌های برنولی کمک کرد تا ماشین مجازی مناسب را برای هدایت حرکت زنده پیدا کنند. در پایان، بهینه‌سازی به مدل‌سازی سیستمی اشاره می‌کند که پس از آن ارتجاع را در اختیار می‌گذارد؛ به عنوان مثال، [54] از پروفایل‌های آنلاین و منحنی مناسب برای تولید مدل عملکرد استفاده کرد که قادر به پیش‌بینی آن است که آیا برنامه در حالت تناقض با هدف است یا خیر.

سیاست مبتنی بر یادگیری ماشین. یادگیری ماشین معمولاً در تصمیم‌گیری ارتجاعی مورد استفاده قرار می‌گیرد. [68] مدل سیستم را در قالب طبقه‌بندی ارائه داد، در حالی‌که خوشه‌ها در گروه‌های نمایشی نیز کار می‌کنند. تصمیم‌گیری‌های ارتجاعی قبلی برای گروه مشابه در تصمیم‌گیری‌های آتی تأثیر می‌گذارند. روش [31] مشابه است. در [63] مدل پیش‌بینی مبتنی بر زنجیره مارکوف برآوردهایی را ارائه داد که به طبقه‌بندی چندمتغیره برای دسته‌بندی حالت‌های عادی یا غیرعادی آتی می‌پردازند و اقدامات ارتجاعی را مطابق با آن انجام می‌دهند. مثال روش‌های پیشرفته‌تر در [41، 45 و 64] ارائه شده است که در آنها روش Q-Learning از محاسبه ارزش‌های حالت بهینه به منظور حل غیرمستقیم مدل تصمیم‌گیری مارکوف (MDP) برای توصیف سیستم پیروی می‌کند.

سیاست‌های تئوری کنترل. تئوری کنترل حوزه علمی است که قادر به ارائه راه‌حل‌های محاسباتی ارادی است و با سیاست‌های ارتجاعی خاصی در نظر گرفته می‌شود. به عنوان مثال، [60] از روش تئوری کنترل استفاده کرد که در آن نمایشگر مدل‌سازی صف در سیستم ایجاد می‌شود و پیش‌بینی کننده را نیز به کار می‌گیرد. همچنین در [40] نمونه از کاربرد فیلترهای کالمن[[2]](#footnote-2) و کنترل بازخورد حاصل از ارتجاع ارائه شد. در پایان، در [16] روش کنترلی با ترکیب سیاست‌های فعال و واکنشی مورد بررسی قرار گرفت. همانند سایر مقالات مشابه؛ زیرساخت ابر به عنوان صف مدل‌سازی می‌شود، در حالی که برآوردکنندگانی برای بار اضافی خارجی در نظر گرفته می‌شود.

سیاست‌های ترکیبی. سیاست‌های ذکر شده مطابق با ماژول‌های تصمیم‌گیری است که یکی از مکانیسم‌های مشخص شده را استفاده می‌کنند. با این وجود، روش‌های ارتجاعی اغلب چند مکانیسم را به کار می‌گیرند، همان‌طور که در ادامه بررسی می‌شود.

شایع‌ترین روش ترکیبی، ترکیب قوانین با یکی از مکانیسم‌های آزاد است. قوانین می‌توانند به طور مؤثر راه‌حل‌های تئوری کنترل را گسترش دهند. بر مثال، در [47]، کنترل‌کننده یکپارچه‌ای ارائه شد که بر پایه آستانه مناسب به صورت پویا از آستانه برای تنظیم CPU بالا و پایین مورد استفاده در تصمیم‌گیری‌های ارتجاعی استفاده می‌کند. در [18]، رگرسیون خطی برای پیش‌بینی بار آتی مورد استفاده قرار گرفت و سپس مقادیر پیش‌بینی شده در مدل سازگار با متغیر وابسته به کنترل‌کننده متناسب آزاد مورد استفاده قرار گرفتند. تصمیمات نهایی درباره تعداد ماشین‌های مجازی که باید اضافه یا حذف شوند بر پایه سیاست مبتنی بر قانون اتخاذ می‌شوند. قوانین را می‌توان با روش‌های یادگیری ماشین ترکیب کرد. نمایش این دسته ترکیبی در [51 و 52] اراه شده است، که در آن سه مدل از ابزار WEKA برای حمایت از تصمیم‌گیری استفاده می‌کنند. مدل اول، پیش‌بینی کننده سری زمانی است که حجم کار آتی را پیش‌بینی می‌کند. مدل دوم، مدل بیز است که به طور قابل ملاحظه‌ای به روزرسانی می‌شود و رابطه میان بار کار فعلی و روش دسته‌بندی نقض آستانه را می‌آموزد، و مدل سوم نیز یک مدل نوآوری بیز است که تعداد مطلوب ماشین‌های مجازی را برآورد می‌کند.

خانواده دیگر راه‌حل‌های ترکیبی، ترکیب قوانین با برخی از انواع بهینه‌سازی‌ها است. در [43]، سیستم به عنوان شبکه ترکیبی دسته‌بندی شده است که در آن میانگین استفاده از محاسبه ارزش برای محاسبه طول صف‌ها و زمان پاسخ، بازده و استفاده از سیستم، مدل‌سازی شده است. روش بهینه‌سازی تکراری بر پایه درخت جستجوی باینری در تلاش است تا تعداد ماشین‌های مجازی مورد نیاز در هر سطر را بدون نقض آستانه عملکرد به حداقل برساند. در [57]، ابتدا مسأله بهینه‌سازی تعداد ماشین‌های مجازی برای به حداکثر رساندن سود پیش از ایجاد راه‌حل پویای قوانین ارتجاعی برنامه‌ریزی شد. در [27] ابتدا قاعده‌ای برای تعیین این موضوع مطرح شد که آیا اقدام مقیاس‌پذیری مورد نیاز است، و اگر این چنین باشد، چه نوع مسأله دسته‌بندی حل می‌شود. [36] نیز از قوانین برای تشخیص تغییرات حجم کار استفاده کرد و سپس الگوریتمی برای تصمیم‌گیری درباره حذف و اضافه ماشین‌های مجازی در هر لایه برنامه چندسطحی ارائه شد به طوری که زمان پاسخ برنامه کمتر از آستانه مشخص شده باشد و هزینه توسعه به حداقل برسد. یکی دیگر از ترکیب‌های مکانیسم در [38] ارائه شد، که در آن روش واکنشی بر پایه قواعدی برای ارزیابی منابع مورد استفاده قرار گرفت، در حالی که روش پیش‌بینی دقیق‌تر بر پایه مدل‌های رگرسیون (مدل سیستم) مقیاس داخلی مورد استفاده قرار گرفت. [61] بر پایه قوانین و مدل‌های پیش‌بینی شده است و ویژگی جالب آن پیش‌بینی خطا است که به طور مستقیم با روش لایه سازگار تطابق دارد.

آخرین دسته روش‌های ترکیبی آنهایی هستند که یادگیری ماشین را با تئوری بهینه‌سازی یا کنترل ترکیب می‌کنند. در [29]، نیازهای منابع به طور مستمر با توجه به حجم کار مورد نیاز تخمین زده شد. حجم کار با استفاده از روش تقریبی چندجمله‌ای پیش‌بینی شده و سپس به مجموعه‌ای از دسته‌های بار کاری طبقه‌بندی شد. سپس روش دومرحله‌ای اجرا شد. اول، اندازه ماشین مجازی بهینه (یعنی، مقدار CPU و RAM) و جریان متناظر مشخص می‌شود، بنابراین لازم است پتانسیل مقیاس عمودی مشخص شود. در مرحله دوم، تعداد ماشین‌های مجازی بهینه با اندازه مشخص شده محاسبه می‌شود، بنابراین لازم است پتانسیل مقیاس افقی مشخص شود. در [58]، شبکه‌های عصبی برای برآورد زمان تولید و پاسخ سیستم استفاده شدند و سپس کنترل کننده، مسأله بهینه‌سازی مقید را برای تعیین پیکربندی منابع بهینه از لحاظ تعداد ماشین مجازی و درجه تکرار داده‌ها حل کرد. در [15]، کنترل کننده پیش فرض مورد استفاده قرار گرفت که بر میزان کار نظارت دارد و از مدل رگرسیون برای این پیش‌بینی استفاده شد که آیا بار کاری باعث نقض توافق سطح خدمات می‌شود یا خیر، و بر این اساس واکنش نشان داده شد. این کنترل کننده با کنترل کننده بازخورد ترکیب می‌شود تا عملکرد را کنترل کند و بر پایه میزان انحراف از عملکرد دلخواه تعیین شده در سطح خدمات هدف (SLO) واکنش نشان می‌دهد. در پایان، در [53] رفتار سیستم برای بار خارجی مفروض در گروه‌های نمایشی خوشه‌بندی شد. این کمک می‌کند تا مدل‌های توصیفی مقیاس افقی در قالب فرایندهای تصمیم‌گیری مارکوف مورد بررسی قرار گیرند که به طور بهینه حل می‌شوند. ویژگی منحصر به فرد این کار بررسی مدل موازی به کار رفته است تا تضمین‌های احتمالی را درباره عملکرد مورد انتظار اقدامات ارتجاعی ارائه دهد.

**3.4. عمل ارتجاعی**

اکثر مقالات درباره ارتجاع تنها مقیاس افقی را در نظر می‌گیرند، که در آنها تعداد مدل‌های ماشین‌های مجازی در عمل اصلاح می‌شود، به عنوان مثال [18، 22، 45، 53، 56، 64]. همچنین مقالاتی وجود دارند که تنها مقیاس عمومی را مورد استفاده قرار می‌دهند، مانند پیکربندی پویای CPU [40] و اندازه RAM و دیسک [62]. همچنین روش تکمیلی را برای حرکت زنده ماشین مجازی [50] ارائه دادیم و مقاله‌ای را درباره حرکت برنامه کاربردی [31] ارائه کردیم، که در آن تنها پایگاه‌های داده خاص به جای ماشین مجازی حرکت می‌کنند. با این وجود، روش‌هایی وجود دارد که کارهای مختلف را ترکیب می‌کنند. مقیاس افقی همراه با تنطیم مجدد برنامه در [23، 27 و 58] در نظر گرفته شد. بازسازی تنظیم شده میان پیشنهادات متفاوت است. به طور خاص، در [58] درجه پویایی تکرار می‌شود. در [23]، میزان حافظه پنهان به طور پویا کنترل می‌شود، در حالی که [27] حداکثر تعداد تفکیک داده‌ها را در هر گره در نظر گرفت. [29، 37 و 68] مقیاس افقی و عمودی را ترکیب کردند. [61 و 63] از روش‌های مورد استفاده برای تعداد ثابت ماشین مجازی برای ترکیب مقیاس عمودی و حرکت زنده استفاده کردند. مقیاس افقی نیز با حرکت زنده [54] و حرکت برنامه کاربردی [59] همراه است. در پایان، دو مقاله وجود دارد که سه نوع انعطاف‌پذیری منابع را ترکیب کردند. [20] مقیاس افقی و پایگاده داده‌های ارتباطی و حرکت زنده ماشین مجازی استفاده می‌کند، در حالی که [66] از مقیاس افقی، مقیاس عمودی (یعنی، پیکربندی CPU و RAM) و تنظیم مجدد برنامه (به عنوان مثال، تغییرات معماری برنامه کاربردی) استفاده کرد.

**3.5. ارائه‌دهنده**

اکثر مقالات درباره ارائه‌دهنده ابری تنها از ارائه‌دهنده عمومی یا خصوصی پشتیبانی می‌کنند. برخی از مقالات از بیش از یک ارائه‌دهنده پشتیبانی می‌کنند اما همزمان نیستند. به طور خاص، تمام این مقالات با Amazon-EC2 سازگار هستند و از Grid5000 (بنا بر [60])، پلت فرم مبتنی بر Nimbus (بنا بر [49])، OpenNebula (بنا بر [66])، Eucalyptus (بنا بر [38])، DAS-4 (یعنی، سیستم چندرسانه‌ای که توسط دانشگاه‌های هلند میزبانی شده است، بنا بر [32]) و OpenStack (بنا بر [41، 45 و 64])، پشتیبانی می‌کنند. در پایان، مقالاتی وجود دارند که شامل ارتجاع ارائه‌دهندگان چند سرویس‌دهنده همزمان هستند، مانند [55 و 56] که در بسیاری از زیرساخت‌های ابر خصوصی و عمومی ارائه می‌شوند.

**3.6. ارزیابی**

همان‌طور که در جدول 1 نشان داده شد، بیشتر مقالات از ارزیابی پیشنهادی خود استفاده می‌کنند، معیار RUBiS [11] در [35، 38، 40، 54 و 68] و TCP-[C/W] در [13، 36، 37 و 60] مورد استفاده قرار گرفت. یکی دیگر از معیارهای عمومی YCSB [24] است که در [15، 20، 23، 41، 45 و 64] مورد استفاده قرار گرفت. به علاوه در [60] از Apache Hadoop [1] با معیار مناسب MRBS [6] استفاده شد. در برخی از مقالات از TPC و YCSB [2 و 59] یا RUBiS و سیستم IBM [34، 61 و 63] استفاده کردند. CloudStone [3] در [29 و 47] مورد استفاده قرار گرفت؛ کاربرد بعدی Olio web 2.0 toolkit [9] CloudStone در ترکیب با نتیجه بار کاری Faban [4] است. MediaWiki [7] با معیار WikiBench [14] در [32] و ابزار میکرو‌معیار FIO [5] در [19] در ترکیب با اثر USR-1 اثرات MSR [8] مورد استفاده قرار گرفت. Apache Jmeter [2] در [39] مورد استفاده قرار گرفت. در پایان، مقالات دیگری وجود دارند که از معیارهای سفارشی استفاده می‌کنند مانند [21، 31، 43 و 58].

همچنین مقالاتی وجود دارند که با استفاده از شبیه‌سازی ارائه شده‌اند [16، 17، 22، 51 و 52]، به عنوان مثال، با استفاده از مجموعه آماری R [10]، یا OMNeT++ [67]. همچنین شبیه‌سازی‌ها می‌توانند معیارهایی را در نظر بگیرند، مانند [12]. در پایان، [53 و 57] از شبیه‌سازی استفاده کردند. [57] از تأثیرات جام جهانی فوتبال 1998 و سیاست پرداخت Amazon EC2 استفاده کرد، در حالی که [53] از تأثیرات حقیقی خوشه Cassandra NoSQL استفاده کرد.

**3.7. بررسی و چالش‌های تحقیقاتی**

در این بررسی، جنبه‌های تحلیل، برنامه‌ریزی و اجرای پیشرفته‌ترین ابر ارتجاعی را مورد بررسی قرار دادیم. در مرحله تحلیل، ارزیابی بازیابی مورد استفاده قرار گرفت تا وضعیت فعلی سیستم (به عنوان مثال، آیا از آن استفاده نشده یا بیش از حد استفاده شده است) و یا برآورد بار تغییرات بار آتی را بررسی کردیم. در مورد اول، روش عملی برای تعیین وضعیت کنونی سیستم از قوانین مبتنی بر آستانه استفاده می‌کند. با این وجود، مشخص کردن چنین قواعدی ساده نیست، زیرا به نیازهای برنامه و خواسته‌های سیستم مدیریت اجرایی بستگی دارد. برای غلبه بر این نگرانی، روش‌های مختلفی مانند ویژگی‌های قانون فازی ارائه شده است که دانش ذی‌نفعان آن را تحلیل و ذخیره می‌کند، و به کاربر اجازه می‌دهد تا آستانه‌های سطح بالایی را تعیین کنند که به طور خودکار بر پایه قواعد مبتنی بر آستانه مشخص می‌شوند. روش پیشنهادی دیگر تغییر توافق سطح خدمات و سطح خدمات هدف برای آستانه بر پایه قواعد است که از زبان‌های مشخص توافق سطح خدمات و سطح خدمات هدف سفارشی و سازگاری حل مسأله حاکم استفاده می‌کند. درباره پیش‌بینی بار آتی، روش‌های متعددی وجود دارند که با اشتباهات پیش‌بینی در ارتباطند. مقالاتی وجود دارند که سعی در محدود کردن خطای پیش‌بینی و یا در نظر گرفتن اشتباهات دارند. همچنین پیشنهاداتی وجود دارند که از بیش از یک الگوریتم استفاده می‌کنند تا مناسب‌ترین مکانیزم انتخابی را بر پایه بار کاری فعلی انتخاب کنند.

دانستن وضعیت فعلی سیستم و یا تغییر بار آتی باید در مرحله برنامه ریزی تصمیم‌گیری ارتجاعی حقیقی انجام شود. با این وجود، این گام مشکلاتی مانند تصمیم‌گیری میان مقیاس داخلی یا خارجی، انتخاب نوع ارتجاع مناسب یا تعیین میزان مقیای را نیز پنهان می‌کند. برای مقابله با این تصمیمات، روش‌های مختلفی از قبیل قوانین از پیش تعیین شده (یعنی ساده‌ترین شکل برنامه‌ریزی)، توابع مفید، مدل‌های سیستم، مکانیزم پیش‌بینی، روش‌های یادگیری ماشین و یا هر ترکیبی از قبل مورد استفاده قرار می‌گیرد تا رفتار سیستم را پیش از اجرای تصمیم واقعی بررسی کند. هر روش نقایص خاص خود را دارد، همان‌طور که در ادامه بررسی می‌شود:

- استفاده از قوانین از پیش تعیین شده، انعطاف‌پذیری نرم‌افزار را محدود می‌کند، زیرا مقدار و نوع مقیاس از قبل تعیین شده است. برای مقابله با این نگرانی، ویژگی‌های قوانین پویا و یا به روزرسانی قواعد در مقالات ارائه شده است.

- بهینه‌سازی تابع سود که شامل معیارهای انتخاب شده و وزن مناسب است و می‌تواند منجر به تناقض میان گزینه‌ها شود، با این وجود مشخصات این تابع مستلزم دانش اجرایی ویژه است. برای غلبه بر این نگرانی، توابع ثابتی ارائه شده‌اند که به اندازه کافی کلی هستند و برای بسیاری از سیستم‌ها کاربرد دارند.

- ارائه مشخصات مدل دستگاه با وظیفه غیربدیهی برای ایجاد مدل قابل اعتمادی که متغیرهای ورودی و خروجی سیستم را طراحی می‌کند، مشکل است. علاوه بر این، مدل سیستم مانع از انعطاف‌پذیری مکانیزم کششی می‌شود، بنابراین پس از تغییر ساختار سیستم، مدل به بازسازی نیاز دارد.

- روش‌هایی که از پیش‌بینی رفتار سیستم استفاده می‌کنند از اشتباهات پیش‌بینی شده رنج می‌برند. راه‌حل پیشنهادی مشابه راه‌حل‌هایی است که برای مرحله تحلیل مورد استفاده قرار می‌گیرند.

- روش امیدوارکننده استفاده از یادگیری ماشین است که در آن مکانیسم ارتجاعی پیش از توسعه واقعی آموزش می‌بیند. مرحله آموزش نیز می‌تواند در هنگام توسعه حقیقی اعمال شود که برای آموزش پویا مجاز است. با این وجود، در فاز بعدی، ممکن است مکانیسم قادر به اداره ارتجاع به خوبی ابتدای توسعه نباشد. برای پرهیز از تصمیمات اشتباه قید پایین یا بالای سیستم، روش‌ها به استفاده از مکانیزم واکنشی آستانه‌ای تا زمانی تمایل دارند که مکانیسم به خوبی آموزش ببیند و قادر به مدیریت ارتجاعی کارای باشد. بحث جالب در این رابطه در [28] نیز ارائه شده است.

در مرحله اجرایی، تصمیم‌گیری ارتجاعی حقیقی از طریق مدیریت ارزیابی مدیریت ارتجاعی انجام می‌شود. مدیریت ارتجاعی، مکانیسم استاندارد را توسط ارائه‌دهندگان ابر به عنوان خدمات یا از طریق API راه دور (به عنوان مثال، سرویس مقیاس خودکار Amazon EC2) یا مدیر خارجی ارائه می‌دهد.

**معیارهای مورد نیاز تحقیقات بیشتر.** به عنوان نکته نهایی، اگرچه مجموعه‌ای از روش‌های انعطاف‌پذیر زیادی وجود دارد و مقدار قابل توجهی از آنها با اهداف متعددیمواجه می‌شوند، هیچ راه‌حل سیستماتیکی برای بهینه‌سازی چندهدفه چندگانه تحت چند هدف متضاد، به عنوان مثال، تضمین بهینگی پارتو، ارائه نشده است. معتقدیم که این می‌تواند موضوع جالب کارهای بعدی باشد. موضوع جالب دیگر ارائه چارچوب‌هایی است که می‌توانند چندین راه‌حل را که اکنون از هم جدا شده‌اند، با هم ترکیب کنند. در پایان، برای ارزیابی بهتر کیفیت هر یک از روش‌ها مستلزم تحقیقات بیشتر درباره معیارها است.

**4. خلاصه**

این بررسی با هدف طبقه‌بندی و ارائه خلاصه‌ای از چندین روش برای کشف ابر ارتجاعی امروزی انجام شده است. طبقه‌بندی را در طیف گسترده‌ای از جنبه‌های پوشش داده شده ارائه دادیم و جزئیات بیشتر را برای هر یک از جنبه‌ها و چالش‌های عمده تحقیق بررسی کردیم. در پایان، موضوعاتی را پیشنهاد دادیم که به تحقیق بیشتری نیاز دارند.
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